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Abstract

We present in this paper results of a nonlinear optical spectroscopy approach to measurement of excited-state transition matrix elements. Recent advances in the quality of excited-state transition matrix elements have permitted renormalization of earlier measurements of transition amplitudes associated with the $5s^2S_{1/2} \rightarrow 5p^2P_j \rightarrow 5d^2D_{3/2}$ two-photon transitions in atomic $^{87}\text{Rb}$. Previous measurements were made to high precision, but further improvement of the accuracy was limited by uncertainties in data describing the influence of energetically distant transitions. Availability of more reliable matrix elements, including relativistic all-order calculations of transition matrix elements in alkali atoms, has since significantly improved the situation. In the present paper, we show that theoretical relative transition amplitudes for the excited state $5p^2P_j \rightarrow 5d^2D_{3/2}$ doublet (ratio = 1.098(9)) are now in excellent agreement with experiment (ratio = 1.090(6)). This result, combined with our recent work on caesium, shows that it is possible to determine relative line strengths, for transitions connecting atomic excited states, with precision previously found only in state-of-the-art measurements of alkali resonance doublets. Detailed discussion of the experimental technique and supporting data, including polarization measurements on the $5s^2S_{1/2} \rightarrow 5p^2P_j \rightarrow 5d^2D_{5/2}$ transitions, is also presented.

(Some figures in this article are in colour only in the electronic version)
1. Introduction

Precise determination of atomic transition probabilities has been an important task for experimental and theoretical atomic physicists [1–6]. Over the past few years a series of high-precision results has been reported, mostly for principal series transitions involving the atomic ground state of alkali atoms [7–17]. A good example of this is the resonance 6s–6p doublet of the caesium atom, where atomic lifetimes [12–14], direct absorption measurements [15, 16], light scattering studies [18], determination of van der Waals C3 coefficients and polarizability measurements have produced a highly accurate [19–21], and nearly internally consistent [22], set of data in generally excellent agreement with theory. Although transitions between excited states are of similar, or even greater, interest they have been much less studied by experimentalists, in part because the methods developed for the principal series are not readily applicable in a more general case.

To address this problem, we have developed a nonlinear optical spectroscopy approach, two-photon, two-colour polarization spectroscopy, and applied it to precision measurements of atomic transition probabilities and hyperfine structure in Na, K, Rb and Cs [18, 23–26]. Although two-photon spectroscopy has been used for precision measurements of atomic and molecular line positions, we emphasize here that it is also applicable to measurement of other atomic properties as well. In fact, in previous work, we have shown that it is quite suitable for measurements concerning transitions connecting excited atomic states. Among the reasons for this is that the approach represents a mapping of transition matrix elements into the frequency domain [27], and that the relevant frequency and polarization observables can be determined robustly, free of many common systematic effects. However, until recently the experimental data and a sharp comparison with theoretical results could not be fully developed. This was primarily due to the fact that, in all cases, the transition amplitudes under investigation contained contributions from energetically distant levels. A strict comparison with theory for a given transition was impossible, unless corrections for all significant additional contributions could be reliably made. Even so, it has been possible to find, in the form of polarization-dependent sum rules, certain constraints on the transition matrix elements [24]. Alternatively, the experimental result had to be interpreted as an overall measure of the relative two-photon transition amplitudes, a quantity not typically calculated to very high accuracy.

Over the past few years, a quite large set of sophisticated and generally accurate theoretical matrix-element calculations has become available. These values are of sufficient accuracy to make the necessary adjustments to the experimental measurements to obtain transition matrix-element ratios to a relative precision of 10^{-3} or better. It is important to realize that, in this approach, the off-resonance transitions typically contribute only a few per cent to the experimental measurements. Thus, theoretical values reliable to 10% are frequently sufficient to make corrections of the required precision. This type of full analysis of frequency-dependent polarization spectroscopy data, accompanied by a direct comparison with theory, has recently been demonstrated in a detailed study of the 6p $2P_j$ $\rightarrow$ 8s $2S_{1/2}$ doublet in atomic Cs [26].

Motivated by this result, we have revisited our experimental data associated with earlier measurements of the 5p $2P_j$ $\rightarrow$ 5d $2D_{3/2}$ excited doublet transition in Rb; contributions from off-resonance transitions had only been estimated in that earlier work. We point out here a particular interest in this transition: the correlation correction to 5d $2D_{3/2}$–5p $2P_{3/2}$ and 5d $2D_{3/2}$–5p $2P_{1/2}$ electric-dipole matrix elements and their ratio is extremely large. Therefore, these transitions represent an excellent test of the high-precision methods of the current state-of-the-art atomic theory. As we will see, improvements in the theoretical results and inclusion of off-resonance transitions now yield an experimental excited-state matrix-element ratio of 1.090(6), in excellent agreement with the all-order relativistic theoretical ratio of 1.098(9).
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Figure 1. Energy level diagram for selected low-lying excited electronic states in atomic Rb. The different excitation pathways for two-photon excitation, and the approximate vacuum wavelength of the two light sources, are also shown.

A similar reinterpretation procedure could be applied to other cases as well. Finally, we point out for clarity that there are two types of theoretical data that are considered in this approach. In the first, excited-state transition matrix elements for a wide range of transitions are used. These data may come from relativistic Hartree–Fock calculations, for example. Lower precision is generally acceptable in these data, which are used to make higher-order modification of experimental results. In the second, fully relativistic all-order calculations of selected transition elements are employed using the most sophisticated relativistic atomic many-body techniques available. It is these values that are directly compared with the adjusted experimental matrix-element ratio.

In the present paper, we first reiterate the experimental technique, systematic effects and core matrix-element measurements. To illustrate some of the effects, we present additional data involving the $5d^2D_{5/2}$ final level. The procedure and theoretical data used to account for off-resonance transitions are then presented. This is followed by a description of the all-order relativistic calculation for the present case and a comparison of the revised experimental and theoretical results.

2. Experimental approach

The experimental scheme, as applied to the case considered here, is illustrated in figure 1. In general, a two-colour two-photon transition is induced between the atomic ground level and a selected higher lying excited level. Two separately tuneable lasers are used for that purpose. Their frequencies, $\omega_{l1}$ and $\omega_{l2}$, are adjusted independently, but in such a way that the sum satisfies the two-photon resonance condition. For future reference, we define the detuning of laser 1 from the $5s^2S_{1/2} \rightarrow 5p^2P_{3/2}$ resonance as $\Delta_1 = \omega_{l1} - \omega_{5p_{3/2}}$. In accordance with lowest order perturbation theory, the excitation efficiency scales as the detuning between the virtual and the nearest real level corresponding to a single-photon resonance. If the virtual level lies in the vicinity of multiplet atomic levels, rather than a single level, more than one multiplet member may contribute to the overall transition amplitude. Since these contributions add with generally different phases and magnitudes, interesting interference effects are expected, including sharp minima in the two-photon transition probability for certain detunings. The locations of those minima, as well as the overall shape of the excitation versus detuning curve, depend sensitively on the transition matrix elements corresponding to the allowed excitation
paths and can be used for their determination. In the present case, and in the electric-dipole approximation, the relative polarization-dependent two-photon transition amplitude is given by [4, 28]

\[
\sum_n \left[ \frac{\langle \Psi_f | e_1 \cdot r | \Psi_\alpha \rangle \langle \Psi_\alpha | e_2 \cdot r | \Psi_i \rangle}{\omega_\alpha - \omega_1} + \frac{\langle \Psi_f | e_2 \cdot r | \Psi_\alpha \rangle \langle \Psi_\alpha | e_1 \cdot r | \Psi_i \rangle}{\omega_\alpha - \omega_2} \right].
\] (1)

In this expression, \(e_\alpha \) and \(\omega_\alpha\) represent the polarization vector and the frequency of the light source \((k = 1, 2)\). The index \(n\) labels the contributing intermediate levels and their frequencies \(\omega_\alpha\). In the present case, where we consider the atomic Rb \(5s^2S_{1/2} \rightarrow 5d^2D_j\) two-photon transition, the dominant terms in the amplitude expression are those connecting initial and final states with resonant P states as intermediaries. Since transition amplitudes associated with the resonant doublet are known to a high accuracy, the relative amplitudes for transitions connecting the final excited level with the P levels may be determined by analysing the excitation rate dependence on detuning. Complications arise from the fact that there are two so-called virtual levels associated with the two-photon transition, which correspond to two possible orders of photon absorption, and from contributions from far-off-resonance levels. However, as demonstrated in our most recent set of measurements on the atomic two-photon Cs \(6s^2S_{1/2} \rightarrow 8s^2S_{1/2}\) transition, very accurate determinations of relative transition amplitudes within excited multiplets may still be obtained.

From a practical point of view, direct measurement of excitation efficiency is a poor strategy. Frequency and power drifts of the laser sources, fluctuations and spatial gradients of the cell temperature and instabilities in beam directionality may adversely affect the intensity readings. To minimize these errors, it is advantageous to deal with relative, rather than absolute, excitation probabilities. In our experiments to date, the preferred quantity for experimental determination is the linear polarization degree, defined by

\[
P_L = \frac{I_\parallel - I_\perp}{I_\parallel + I_\perp}.
\] (2)

In formula (2), \(I_\parallel\) and \(I_\perp\) represent two-photon-induced populations obtained with laser beams being linearly polarized, with polarization vectors either parallel or perpendicular to each other. We point out that in general any two different polarization states may be used. For the case we are considering here, \(5s^2S_{1/2} \rightarrow 5p^2P_j \rightarrow 5d^2D_{3/2}\), with \(j = 1/2, 3/2\), expressions for orthogonal linear polarizations of the exciting laser sources are given by equations (2)–(7). These equations ignore the influence of hyperfine structure which, depending on the transition considered, modifies the numerical coefficients:

\[
I_\parallel = \left[ \frac{5}{\omega_{11} - \omega_{1/2}} + \frac{5}{\omega_{12} - \omega_{1/2}} + \frac{R}{\omega_{11} - \omega_{3/2}} + \frac{R}{\omega_{12} - \omega_{3/2}} + p \right]^2,
\] (3)

\[
I_\perp = I_{1\perp} + I_{2\perp}
\] (4)

where

\[
I_{1\perp} = \frac{3}{4} \left[ \frac{-5}{\omega_{11} - \omega_{1/2}} + \frac{2R}{\omega_{11} - \omega_{3/2}} - \frac{3R}{\omega_{12} - \omega_{3/2}} + q_1 \right]^2,
\] (5)

\[
I_{2\perp} = \frac{25}{4} \left[ \frac{1}{\omega_{11} - \omega_{1/2}} + \frac{2}{\omega_{12} - \omega_{1/2}} + \frac{4R/5}{\omega_{11} - \omega_{3/2}} - \frac{R/5}{\omega_{12} - \omega_{3/2}} + q_2 \right]^2,
\] (6)

\[
R = \frac{\langle 5d_{3/2}|d||5p_{1/2}\rangle\langle 5p_{1/2}|d||5s\rangle}{\langle 5d_{3/2}|d||5p_{1/2}\rangle\langle 5p_{1/2}|d||5s\rangle}.
\] (7)
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Figure 2. Detuning and hyperfine level dependence of the linear polarization degree of the $5s\,{}^2S_{1/2}\rightarrow 5d\,{}^2D_{3/2}$ two-photon transition. Detunings are measured in cm$^{-1}$ units of the laser 1 frequency from the $5s\,{}^2S_{1/2}\rightarrow 5p\,{}^2P_{3/2}$ transition.

In this definition of the reduced matrix-element ratio $R$, corresponding values of the $C_1$ reduced matrix elements, where $C_1$ represents the normalized spherical harmonics, are explicitly evaluated in the intensity formulae. That is, all the matrix elements in equations (7)–(9) are divided by the corresponding $C_1$ matrix elements [29]. This procedure makes clear the relativistic effects on the reduced matrix elements.

In all expressions, $d$ is the electric-dipole operator. In the intensity expressions, the quantities $q_1$ and $q_2$, which represent sums over $np$ multiplets with $n > 5$, have the same form as the remaining terms in each bracket, but with the resonance frequencies and matrix elements referred to the $np$ levels with $n > 5$. Here, $\omega_{1,2}$ labels the frequency of the absorbed photons. The resonance frequencies for the $5s\,{}^2S_{1/2}\rightarrow 5p\,{}^2P_{j}$ transitions are explicitly labelled as $\omega_j$, where $j = 1/2, 3/2$.

In addition, the matrix-element ratio $R$ can be usefully factored as a product $R_2R_1$ of ratios of matrix elements, as defined in equations (8) and (9). The portion representing the contribution from the resonance transition,

$$R_1 = \frac{(5p_{3/2}\parallel d\parallel 5s)}{(5p_{1/2}\parallel d\parallel 5s)}, \quad (8)$$

has the well-known value of $R_1 = 0.999(1)$ as determined from precise measurements on this transition. We are then focused in this work on the excited-state ratio

$$R_2 = \frac{(5d_{3/2}\parallel d\parallel 5p_{3/2})}{(5d_{3/2}\parallel d\parallel 5p_{1/2})}, \quad (9)$$

Finally, we point out that the above expressions apply to the case where the hyperfine interaction may be ignored. However, even when the detuning from the intermediate P levels is large, the resulting polarization depends strongly on the selection of individual initial and final hyperfine levels. We present in figure 2 the dependence of $P_L$ on detuning and on hyperfine level. There we see that the polarization degree varies from +1.0 to −1.0 over a fairly small range of detunings. As discussed in a later section of this paper, the strong variation of the polarization degree with detuning has an effect on the measured polarization, even over the profile of an individual two-photon resonance.

Even with signals for each polarization state sensitive to the various systematic effects mentioned above, $P_L$ is not, as long as measurements corresponding to different polarizations are taken repeatedly in quick succession. Data analysis involves determining theoretical
expressions for the polarization $P_L$ in terms of atomic transition matrix elements and fitting its experimental dependence on detuning, with the matrix-element ratio as an adjustable parameter. With polarizations at specific detunings determined to a fraction of a per cent, a least-squares fitting procedure can readily provide $\sim 10^{-3}$ accuracy on relative transition amplitudes.

2.1. Some systematic effects in matrix-element spectroscopy

We discuss in this section some physical effects which must be treated with care in order to achieve the full potential of the method. The technique is based on comparison of two-photon excitation rates obtained for different relative polarizations of two laser beams. The number of atoms brought to the final state is generally polarization dependent, and the corresponding reduced signal is given as a ratio of experimentally derived fluorescence intensities, $P_m = (S_1 - S_2)/(S_1 + S_2)$. This expression is the analogue of equation (2), with the quantities $S$ referring to the signals in each polarization channel. In this expression, the labels 1 and 2 refer to different polarization states of the exciting laser beams. In our measurements, these have the indicated two orthogonal linear polarization states, but states of general elliptical polarization may be advantageous. The quantity $P_m$ can be expressed directly in terms of relative matrix elements, as illustrated in equations (3)–(10); these formulae normally contain larger terms arising from quasi-resonance transitions, and summations of many smaller terms coming from energetically more distant states. For non-resonant two-photon transitions, the measured intensities and the ratio are insensitive to collisions, radiation trapping and to FM noise in the excitation frequency. Further, as the exciting laser beams may be aligned to a diffraction-limited level, angular dispersion of the measured polarization becomes entirely negligible. The polarization dependence then is limited by the quality of polarizing elements that are used to define the polarization state of the lasers and the birefringent properties of the atomic vapour and the cell windows. The two-photon excited level population is obtained from the intensity of fluorescence from that state (or its cascade). Here, one must remember that the final fluorescing level may possess electronic polarization and its fluorescence intensity distribution may not be isotropic. This presents a difficulty in comparisons between ideal theoretical expressions and the measured polarization observables.

Several solutions to this problem have been proposed and experimentally examined. These include: (a) integrating the fluorescence over the full spherical angle, (b) using a magic angle polarizer in the detection arm and (c) allowing collisions or radiation diffusion to depolarize the fluorescing level (by working with higher density vapours). In our experiments to date, the third approach has been found the best from a practical and signal-to-noise point of view. The final state polarization effects and their elimination have been clearly demonstrated in the rubidium experiment. To illustrate these points, note that the two-photon transition amplitude to the 5d $^2D_{5/2}$ state has, as intermediate states, $np$ levels with angular momentum $j = 3/2$ only (corresponding to the $5s^2S_{1/2} \rightarrow np{}^2P_{3/2} \rightarrow 5d{}^2D_{5/2}$ path), $P_L$ should be exactly $1/7$ ($14.3\%$) for all detunings. However, the experimental data obtained at lower Rb vapour densities show substantial deviation from that value, most likely as a result of electronic polarization of the fluorescing $6p{}^2P_{3/2}$ level. The source of this alignment is the optical-excitation-induced polarization of the $5d{}^2D_{3/2}$ level, which is partly transferred by cascade to the $6p{}^2P_{3/2}$ level. As discussed below, the size of this effect is consistent with calculations based on the alignment of the original level and the competing effect of hyperfine depolarization of the alignment in each level. As shown in figure 2, this deviation disappears as the cell temperature is raised and depolarization due to radiation trapping and collisions.
sets in. One can see that around 400 K polarization readings come to closely agree with the 14.3% prediction, within the limits of experimental error.

Another interesting feature of the polarization data is the difference between the low temperature results obtained for transitions originating in different hyperfine components of the electronic ground level. This is illustrated for the 5d $^2\text{D}_{5/2}$ final level in figure 3, where it is seen that excitation from the $F = 2$ level produces consistently higher measured polarization values. As shown in figure 4, this result does not depend on the detuning from the intermediate levels of the two-photon transition. To understand general features of final state polarization effects in more quantitative terms, we consider a straightforward theoretical model and apply it to atoms with alkali-metal atom structure. Initially, we ignore effects due to hyperfine coupling. Assuming that atoms entering the laser beams have no initial electronic polarization, we use two-photon transition amplitudes (namely, equation (1)) between $|j, m_j\rangle$ states to obtain populations in the $m_j$ states of the 5d $^2\text{D}_{5/2}$ level. Subsequently, electric-dipole selection rules are applied to 5d $^2\text{D}_{5/2} \rightarrow 6p^2\text{P}_{3/2}$ step to obtain $m_j$ populations in the
fluorescing $6p \, ^2P_{3/2}$ level. These, together with any Zeeman coherences, define the spatial distribution of the fluorescence signal, which is the critical quantity determining the measured polarization.

For a specific application, when parallel ($z$–$z$) linear polarizations are selected for the two pumping light sources, there are no final state coherences, and the fluorescence spatial distribution is determined by the final state population distribution only. Further, because the excitation has axial symmetry, the fluorescence distribution must be rotationally symmetric about the $z$-axis. In the cascade to the observed fluorescing $6p \, ^2P_{3/2}$ level, the Zeeman transition strengths show a preference to populate the $|m_j| = 1/2$ substates. This, in turn, results in a relative weakness of fluorescence observed along the $z$-axis and a related enhancement of signals observed at right angles to the $z$-axis. In the geometry of the experiment, the observation direction corresponds to the $y$-axis, so when the measured fluorescence intensity is used to probe the populations, the relative populations are overestimated by a factor of 6/5.

For excitation with orthogonally polarized beams we carry out the calculations for light propagating along the $z$-axis and polarized along the $x$- and $y$-axes. In this case, the $|m_j|$ population imbalance in the $^2P_{3/2}$ level leads to an enhanced fluorescence in the $z$-direction and a relatively weaker signal in the orthogonal directions. An important point is that the two lasers have quite similar frequencies, so the transition amplitudes are nearly the same for the two contributing cases where laser 1 is polarized along $x$, while laser 2 is polarized along $y$, and vice versa. Then, the signals observed along the $x$- and $y$-directions are nearly identical. For observation along either of these directions, the intensity measurements underestimate the overall populations in relation to an isotropic angular distribution. Overall, this overestimation of $I_p$, along with underestimation of $I_p$, is responsible for an increased polarization at lower temperatures. Detailed calculations, following the approach above, leads to an apparent linear polarization degree of 33.3\% (instead of 14.3\% based strictly on no final state interactions).

The above considerations are modified substantially by consideration of hyperfine recoupling in the $^2D_{5/2}$ and $^2P_{3/2}$ levels. We assume full development of the hyperfine structure in each level, which is justified by the relatively long lifetime of those levels in relation to the inverse hyperfine splittings. This results in an initial hyperfine-level-dependent result of $P_L(F = 2) = 0.213$ and $P_L(F = 1) = 0.170$. Further integration of the results over the solid angle of observation leads to linear polarization degrees of 0.199 ($F = 2$) and 0.165 ($F = 1$). The results of this model are then in good semiquantitative agreement with the lower temperature experimental data.

In investigations involving the $5d \, ^2D_{3/2}$ level, on which we are primarily focused, the problem of the final state alignment did not arise, principally because the $5d \, ^2D_{3/2}$ level population cascades almost exclusively to the $5p \, ^2P_{1/2}$ level, which can support no alignment. Consistent with the physical picture just presented, $P_L$ readings were insensitive to the temperature of the cell, as well as polarization filtering of the fluorescence signals with a magic angle polarizer. In conclusion, final state alignment effects in two-photon two-colour polarization spectroscopy are a potential significant source of systematic errors in polarization measurements, and one needs to make sure these are eliminated or corrected for, before high accuracy claims on transition amplitudes are made.

Another type of systematic error may result from mistreatment of the effects that hyperfine structure may have on the linear polarization degree. Our standard protocol for polarization measurements calls for the laser frequency of one of the sources to scan discretely over the two-photon resonance. At each frequency, signal collection is made with parallel, and then perpendicular, polarizations of the beams. A constant $P_L$ value across the line profile can serve as evidence for internal data consistency. We first point out that what is experimentally found as a line profile depends on the arrangement of laser beams, that is if they are co-propagating
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or counter-propagating. The latter geometry has the potential of nearly eliminating Doppler broadening and providing separate polarization data for individual hyperfine components of the two-photon transition, which may or may not be identical. The obvious disadvantage of using counter-propagating beams is the requirement for scannable, but otherwise very stable, laser frequencies (much narrower than the transition width for measurement time scales over typically the many seconds it takes to scan the two-photon resonance). This may be achieved with standard laser stabilization techniques, but is often costly, and can be challenging in a practical set-up. Because of this, we were able to obtain the highest quality polarization data with co-propagating beams, for which the line width is Doppler limited and the upper state hyperfine structure is unresolved. Finally, we point out that this is really a signal-to-noise issue, and the quietest and most stable polarization measurements can be made with relatively long dwell times at each frequency.

Even though measurements are frequently made with the excited level hyperfine structure unresolved, the influence of such structure is still not negligible in interpretation of the polarization signals. The present experiment provides a good illustration of this point. In the case of the $5s^2 2S_{1/2} \rightarrow 5d^2 2D_{5/2}$ transition, with the upper state hyperfine structure completely unresolved (Doppler width about 1.20 GHz, the largest excited hyperfine interval about 0.03 GHz), a constant polarization is read across the line profile. At the same time, calculations of individual $F \rightarrow F'$ transition amplitudes give identical $P_L$ for all hyperfine structure (hfs) components of the line. Final state population ratios for parallel and perpendicular beam polarizations give $P_L = 0.143$, independent of $F'$. In this case, results are straightforward to interpret.

A different picture emerges for the $5s^2 2S_{1/2} \rightarrow 5d^2 2D_{3/2}$ transition. Here, the measured experimental polarization shows a significant asymmetry over the Doppler profile. This behaviour is illustrated in figure 5, along with the excitation line profile for the $F = 1, 2$ ground

Figure 5. Excitation and linear polarization spectrum for $F = 1, 2$ hyperfine components of the $5s^2 2S_{1/2} \rightarrow 5p^2 2P_{J} \rightarrow 5d^2 2D_{J'}$ transition, showing the asymmetry of the measured linear polarization across the line profile. The much weaker analogous transition due to trace amounts of $^{85}$Rb in the sample is also seen.
hyperfine levels. With reference to figure 2, we attribute this effect to the hyperfine splitting of the upper level. As the laser frequency changes, excitation preference shifts sequentially from one $5d \, ^2D_{3/2} \, F'$ hyperfine level to another, and since individual hyperfine transition polarizations differ, a noticeable polarization slope results (in spite of a completely blended structure). We emphasize that, on the scale of the figure, there is no apparent asymmetry in the excitation profiles; the effect becomes apparent in the normalized difference represented by $P_L$.

We model this behaviour quantitatively by starting with a specific hyperfine component $F$ in the ground level and calculating populations of various excited $F'$ levels populated by two-photon excitation. The expected $P_L$ differ dramatically for different $F'$ and depends on detuning across the line profile. This behaviour is shown in the upper panel of figure 5 by the solid lines. In the case of the $F = 1$ initial level in $^{87}$Rb the slope agreement is excellent. In the case of the $F = 2$ initial level the agreement is not quite as good. However, in this case the transition from the $F = 1$ initial level for the $^{85}$Rb isotope is quite blended, reducing the slope substantially (this transition has an average linear polarization of about $-0.7$). If the Doppler widths were much greater than excited hyperfine energy intervals, then at any given frequency across a line profile, a completely hyperfine-structure-averaged result for $P_L$ would have been obtained. In realistic experiments, even with the Doppler width clearly much larger than hyperfine level separations (as in figure 5), the previously discussed shift in excitation preference produces varying polarization readings as we scan over the Doppler profile of the line. We point out that we can quantitatively reproduce this effect by centring individual $F'$ signal contributions at the proper frequencies and calculating the expected polarization slope over the line profile. The calculated polarization change across the line is almost linear with detuning and with slope agreeing well with the data. The calculated linear variation is shown by the line segments in the upper panel of figure 5. In the figure, the lines have been offset from the mean value of about $-0.7$ in order to compare more clearly with the experimental data. Note that in our other experiments using a similar approach, polarizations for individual hyperfine transitions were never determined because of the Doppler width limitation. However, the hyperfine-averaged values were precisely measured. This was accomplished by laser frequency scans over the entire unresolved hfs manifold, with points of data collection uniformly distributed over the line and correct interpretation of the polarization tilt effect. Finally, we point out that one can investigate individual hyperfine components, even in a Doppler-limited two-photon spectroscopy, if hyperfine intervals are large enough. One example of this is the atomic Cs $6s \, ^2S_{1/2} \rightarrow 8s \, ^2S_{1/2}$ two-photon transition; an experiment measuring the two-photon polarization-dependent excitation spectrum has recently been completed in our laboratory [26].

2.2. Reanalysis of experimental data and results

Our initial measurements on the $5s \, ^2S_{1/2} \rightarrow 5p \, ^2P_j \rightarrow 5d \, ^2D_{3/2}$ transitions in $^{87}$Rb gave a value for the matrix-element ratio (defined in equation (7)) of $1.068(8)$. At that time, the overall agreement with theory was considered rather good, taking into account the complexity of the calculations and the experimental method, which had been applied to only a few cases. In addition, it was not possible to estimate, to equivalent precision, contributions to the ratio due to more energetically off-resonance transitions. However, we show in the following paragraphs that, when appropriate corrections are made, via reliable estimation of the coefficients $p$, $q_1$ and $q_2$ using recently available and refined theoretical matrix-element values, the agreement with theory becomes striking. In that case, the excited-state matrix-element ratio $R_2 = 1.098(9)$ is obtained as a direct theoretical prediction and $R_2 = 1.090(6)$ as a revised experimental
result. Since the two-photon polarization spectroscopy resulted in an equally good agreement with other atoms and transitions, the results are compelling and illustrate the high accuracy of all-order relativistic calculations in alkali atoms. At the same time, the results speak equally favourably of the experimental technique.

In analysis of the data, polarization measurements are fit to the expressions in section 2 to extract a value of the basic parameter $R$. If contributions from energetically distant $np$ levels are ignored, effectively setting $p$, $q_1$, and $q_2$ to zero, then the value $R = 1.066(6)$ is obtained. However, if the parameters are allowed to vary, then $R$, $p$, $q_1$ and $q_2$ become highly correlated, resulting in the parametric relation $R = 1.0661 + 36.3p − 0.48q_1 − 28.8q_2$. This expression, which efficiently summarizes the experimental results, then allows precise determination of $R$, assuming independent knowledge of $p$, $q_1$ and $q_2$. To calculate these parameters, theoretical transition matrix elements, along with transition energies for the contributing levels, are needed. In obtaining calculated values, it is important to note that the contributions to the various parameters decrease rather quickly with principal quantum number $n$. The most important contributions are those from smaller $n$, particularly $n = 6, 7$ and $8$. For these, measured atomic energy level positions were used, and all-order $j$-dependent $s$–$p$ and $p$–$d$ transition matrix elements obtained from Safronova et al. [30]. The all-order singles–doubles matrix elements agree with experimental data for the $5s$–$5p$ transitions in Rb to better than 0.5%. For contributions from $np$ levels with $n > 9$, energy level positions are generated from quantum defect expressions for the levels. The contribution to $R$ for these levels is calculated from Dirac–Hartree–Fock transition matrix elements, which can have uncertainties on the order of 10–40%, in comparison with experimental values and all-order calculations.

The individual corrections to $R$ for all levels up to $n = 20$ are summarized in table 1. To illustrate the total correction to $R$, the accumulated correction from table 1 is shown in figure 6 as a function of $n$. From figure 6, the overall correction is seen to be substantial, but to level off quickly for $n > 9$. In fact, even though the calculations extend to $n = 20$, the correction to $R$ at the required precision is reached asymptotically by $n = 9$, with additional corrections for larger $n$ well within the uncertainty in the measurements.

<table>
<thead>
<tr>
<th>$np$ level</th>
<th>$R$ contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>6p</td>
<td>$2.79 \times 10^{-2}$</td>
</tr>
<tr>
<td>7p</td>
<td>$-3.82 \times 10^{-3}$</td>
</tr>
<tr>
<td>8p</td>
<td>$-4.33 \times 10^{-4}$</td>
</tr>
<tr>
<td>9p</td>
<td>$-1.92 \times 10^{-4}$</td>
</tr>
<tr>
<td>10p</td>
<td>$-8.33 \times 10^{-5}$</td>
</tr>
<tr>
<td>11p</td>
<td>$-4.69 \times 10^{-5}$</td>
</tr>
<tr>
<td>12p</td>
<td>$-2.93 \times 10^{-5}$</td>
</tr>
<tr>
<td>13p</td>
<td>$-1.93 \times 10^{-5}$</td>
</tr>
<tr>
<td>14p</td>
<td>$-1.34 \times 10^{-5}$</td>
</tr>
<tr>
<td>15p</td>
<td>$-9.79 \times 10^{-6}$</td>
</tr>
<tr>
<td>16p</td>
<td>$-7.41 \times 10^{-6}$</td>
</tr>
<tr>
<td>17p</td>
<td>$-5.75 \times 10^{-6}$</td>
</tr>
<tr>
<td>18p</td>
<td>$-4.58 \times 10^{-6}$</td>
</tr>
<tr>
<td>19p</td>
<td>$-3.69 \times 10^{-6}$</td>
</tr>
<tr>
<td>20p</td>
<td>$-3.02 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
To complete the analysis, recall that $R$ is a product $R_2R_1$ of ratios of matrix elements, as defined in equations (8) and (9), where the resonance transition matrix-element ratio has the well-known value of $R_1 = 0.999(1)$ as determined from precise measurements on this transition. This leads to an experimental value for the excited-state matrix-element ratio of $R_2 = 1.090(6)$. As discussed in the following section, recent precision calculations by Safronova give a theoretical value of $R_2 = 1.098(9)$ for this ratio, in excellent agreement with the experimental result. The agreement within the combined uncertainty is very satisfactory and suggests that yet sharper comparisons of relative matrix elements between experiment and theory are within reach.

3. Theoretical results

We carry out several calculations of the $5d^2\,^2D_3/2–5p \,^2P_3/2$ and $5d^2\,^2D_3/2–5p \,^2P_1/2$ electric-dipole matrix elements and the corresponding ratio $R_2$ in different approximations in order not only to provide a high-precision theoretical value for the ratio but also to estimate its accuracy. Firstly, we conduct a third-order many-body perturbation theory (MBPT) calculation following the method described in [31]. Secondly, we carry out the relativistic all-order calculation of the $5d^2\,^2D_3/2–5p \,^2P_3/2$ and $5d^2\,^2D_3/2–5p \,^2P_1/2$ matrix elements in single–double (SD) and SDpT (SD with partial triple excitations) approximations. Finally, we conduct semiempirical scaling of the final results in both cases to evaluate dominant part of the remaining correlation correction.

In the SD relativistic all-order method, single and double excitations of Dirac–Hartree–Fock (DHF) wavefunctions are included to all orders of perturbation theory. The single and double excitation coefficients are obtained as the iterative solutions of the all-order equations in the finite basis set. The basis set, used in the present calculation, consists of the single-particle states, which are linear combinations of B-splines [32]. The single-particle orbitals are defined on a nonlinear grid and are constrained to a spherical cavity. In the SDpT method, specific subset of the triple contributions is included perturbatively. We refer the reader to [33–35] for the detailed description of the SD all-order method and its extensions. The breakdown of the correlation contributions to the $5d \,^2D_{3/2}–5p \,^2P_{3/2}$ and $5d \,^2D_{3/2}–5p \,^2P_{1/2}$ matrix elements shows that most of the correlation correction comes from only one term that contains only single valence excitation coefficients. All other terms are at least an order of magnitude smaller than the dominant term. We also observe some cancellation between the remaining terms. As the particular subset of triples that is included in the SDpT calculation specifically corrects the
single valence excitation coefficients, we expect SDpT calculation to be more accurate than the SD calculation. The semiempirical scaling procedure is described, for example, in [35] and references therein. It is specifically aimed at the correction of the single valence excitation coefficients and energies. Therefore, it is particularly suited for this specific calculation as it estimates the missing part of the overwhelmingly dominant contribution. We carry out the scaling procedure for both SD and SDpT calculations. The scaling factors (which are the ratios of the all-order ‘experimental’ to theoretical correlation energies for the specific state) are different in SD and SDpT cases. The ‘experimental’ correlation energy is defined as a difference between the experimental energy and the DHF value.

Lowest-order (DHF), third-order MBPT and all-order results for the 5d $^2\text{D}_{3/2}$–5p $^2\text{P}_{3/2}$ and 5d $^2\text{D}_{3/2}$–5p $^2\text{P}_{1/2}$ electric-dipole matrix elements and their ratio $R_2$ are given in table 2. All matrix elements are divided by the corresponding values of the $C_1$ reduced matrix elements, where $C_1$ are the normalized spherical harmonics, to make the relativistic effects apparent. The \textit{ab initio} all-order values calculated in the SD approximation and with partial inclusion of the triple excitations (SDpT) are given in rows labelled SD and SDpT, respectively. The corresponding scaled values are given in rows labelled ‘SD scaled’ and ‘SDpT scaled’. Some of the values have been previously published in [30]. We included the contribution from the higher partial waves ($l > 6$) into the current calculation of the \textit{ab initio} values which was not included in [30]. It was found to be on the order of 1%. We see from table 2 that the correlation correction to 5d $^2\text{D}_{3/2}$–5p $^2\text{P}_{3/2}$ and 5d $^2\text{D}_{3/2}$–5p $^2\text{P}_{1/2}$ electric-dipole matrix elements is extremely large. In fact, the all-order values are four times as large as the lowest-order DHF results. In contrast, similar all-order calculation for the 5s $^2\text{S}_{1/2}$–5p $^2\text{P}_{3/2}$ principal transition in Rb differs from the DHF result by only 14% [30]. Moreover, the DHF value for the ratio of the 5d $^2\text{D}_{3/2}$–5p $^2\text{P}_{3/2}$ and 5d $^2\text{D}_{3/2}$–5p $^2\text{P}_{1/2}$ matrix elements differs from the all-order value by 30% while the corresponding difference for the 5s $^2\text{S}_{1/2}$–5p $^2\text{P}_{3/2}$ and 5s $^2\text{S}_{1/2}$–5p $^2\text{P}_{1/2}$ matrix elements is less than 0.1%. Therefore, these particular transitions represent an excellent test of the high-precision methods of the current state-of-the-art atomic theory.

As expected, we find large discrepancies even between the third-order and all-order results demonstrating large contributions from fourth and higher orders (that can be estimated as the difference between the third-order and all-order results). The inclusion on the triple excitations still changes the values of the matrix elements by 13–14%. However, the scaling procedure for SD and SDpT values produces results that are consistent to 2%.

<table>
<thead>
<tr>
<th>$5d^2\text{D}<em>{3/2}$–5p $^2\text{P}</em>{3/2}$</th>
<th>$5d^2\text{D}<em>{3/2}$–5p $^2\text{P}</em>{1/2}$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHF 0.3034</td>
<td>0.2115</td>
<td>1.434</td>
</tr>
<tr>
<td>Third order 1.1785</td>
<td>1.0588</td>
<td>1.113</td>
</tr>
<tr>
<td>All order 1.5394</td>
<td>1.4138</td>
<td>1.089</td>
</tr>
<tr>
<td>SD 1.3610</td>
<td>1.2404</td>
<td>1.097</td>
</tr>
<tr>
<td>SDpT 1.2882</td>
<td>1.1707</td>
<td>1.100</td>
</tr>
<tr>
<td>SD scaled 1.2638</td>
<td>1.1457</td>
<td>1.103</td>
</tr>
<tr>
<td>SDpT scaled 1.2368</td>
<td>1.1457</td>
<td>1.103</td>
</tr>
</tbody>
</table>
Table 3. Breit correction to the lowest-order (DHF), third-order MBPT, all-order (SDpT) results for the 5d $^2$D$_{3/2}$–5p $^2$P$_{3/2}$ and 5d $^2$D$_{3/2}$–5p $^2$P$_{1/2}$ electric-dipole matrix elements divided by the corresponding values of the $C_1$ reduced matrix elements and their ratio $R_2$.

<table>
<thead>
<tr>
<th></th>
<th>5d $^2$D$<em>{3/2}$–5p $^2$P$</em>{3/2}$</th>
<th>5d $^2$D$<em>{3/2}$–5p $^2$P$</em>{1/2}$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lowest order</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Breit</td>
<td>0.3034</td>
<td>0.2115</td>
<td>1.434</td>
</tr>
<tr>
<td>With Breit</td>
<td>0.3088</td>
<td>0.2183</td>
<td>1.414</td>
</tr>
<tr>
<td>Breit correction</td>
<td>0.0055</td>
<td>0.0069</td>
<td>−0.020</td>
</tr>
<tr>
<td></td>
<td>1.8%</td>
<td>3.1%</td>
<td></td>
</tr>
<tr>
<td><strong>Third order</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Breit</td>
<td>1.1785</td>
<td>1.0588</td>
<td>1.113</td>
</tr>
<tr>
<td>With Breit</td>
<td>1.1877</td>
<td>1.0698</td>
<td>1.110</td>
</tr>
<tr>
<td>Breit correction</td>
<td>0.0092</td>
<td>0.0110</td>
<td>−0.003</td>
</tr>
<tr>
<td></td>
<td>0.8%</td>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td><strong>All order</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Breit</td>
<td>1.3610</td>
<td>1.2404</td>
<td>1.097</td>
</tr>
<tr>
<td>With Breit</td>
<td>1.3703</td>
<td>1.2515</td>
<td>1.095</td>
</tr>
<tr>
<td>Breit correction</td>
<td>0.0093</td>
<td>0.0111</td>
<td>−0.002</td>
</tr>
<tr>
<td></td>
<td>0.7%</td>
<td>0.9%</td>
<td></td>
</tr>
</tbody>
</table>

We also investigated the effect of the Breit interaction to the values of the 5d $^2$D$_{3/2}$–5p $^2$P$_{3/2}$ and 5d $^2$D$_{3/2}$–5p $^2$P$_{1/2}$ matrix elements and their ratio $R_2$. The Breit interaction arises from the exchange of a virtual photon between atomic electrons. The complete expression for the Breit matrix elements is given in [36]. To calculate the correction to the matrix elements arising from the Breit interaction, we modified the generation of our finite B-spline basis set to intrinsically include the Breit interaction on the same footing as the Coulomb interaction and repeated both third-order and all-order calculations with the modified basis set. Such a procedure does not include a class of the Breit correction contributions referred to in [37] as ‘two-body’ Breit contribution (the Breit interaction is a two-particle interaction just as the Coulomb interaction, the separation of the Breit contribution to ‘one-body’ and ‘two-body’ parts results from transforming the Breit operator in second quantization to normal form as described in [37]). The uncertainty resulting from the omission of the ‘two-body’ part of the Breit interaction was discussed in detail in [38]. It was shown that it is unlikely to exceed the one-body correction. The summary of the results for the Breit correction, that is defined as the difference between the same calculation with and without the inclusion of the Breit interaction into the basis set functions, is given in table 3. We find that effect of the Breit interaction is unusually large (2–3%) at the DHF level but is reduced to less than 1% with the inclusion of the correlation. We find very small differences between the Breit correction to third-order and all-order values leading to conclusion that our calculation of the ‘one-body’ part of the Breit interaction is accurate. The Breit correction reduces the value of the $R_2$ ratio by 0.2%. It is significantly smaller than the uncertainty in our calculation of the Coulomb correlation correction.

We take the SD-scaled values corrected for the Breit interaction as our final numbers based on the comparisons of similar calculations in alkali-metal atoms with experiment [35, 30, 38]. There are three sources of the uncertainty in our calculation of the ratio $R_2$: the uncertainty in our calculation of the dominant term that can be accounted by the semiempirical scaling, the remaining uncertainty in the Coulomb correlation and the uncertainty in the Breit interaction caused by the omission of the ‘two-body’ part of the Breit correction. We take the first uncertainty contribution to be the spread of the SDpT, SD-scaled and SDpT-scaled values for
the ratio (0.006). The remaining uncertainty in the Coulomb correlation correction should not exceed the uncertainty of the dominant term and is taken to be the same (0.006) which is most likely an overly pessimistic assumption. The uncertainty in the Breit interaction is taken to be the Breit correction itself as discussed in [38]. Adding the above uncertainties in quadrature yields the final uncertainty of the theoretical ratio to be 0.009. The comparison of our final theory values with the current experimental value for the ratio $R_2$ and other theoretical calculations is given in Table 4. Our theory value for the ratio agrees with the experimental result within the uncertainty of the calculations. The theoretical calculation of [25] is a third-order MBPT calculation with some addition of the fourth-order terms (that accounts for the discrepancy of the results of [25] without third-order calculation). We expect our values to be more accurate owing to more complete treatment of the correlation correction. We note that the current all-order calculation is the most accurate calculation of these matrix elements to date.

4. Conclusions

A combined experimental study of relative transition matrix elements associated with the $5s^2S_{1/2} \rightarrow 5p^2P_j \rightarrow 5d^2D_{j'}$ transition in $^{87}\text{Rb}$ is reported. The experimental results consist of measurements of the spectral, temperature and initial hyperfine level dependence of the polarization-dependent excitation of the final $5d^2D_{j'}$ levels ($j' = 3/2, 5/2$). The effects are manifested through alignment and population transfer from the initially prepared $5d^2D_{j'}$ levels to the $6p^2P_j \rightarrow 5s^2S_{1/2}$ experimental observation channel. The results illustrate important systematic effects which can influence the precision of matrix elements extracted from the data. Further, measured matrix elements reported in an earlier publication are reanalysed using recently available matrix-element calculations to correct for the systematic influence of energetically distant transitions. The resulting experimental and theoretical excited-state matrix-element ratios are in excellent agreement.
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