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Abstract—In this work, we continue our study on analyzing student created mind maps automatically by providing a new methodology to select the technical vocabulary that students use in their mind maps. The basis of our previous experiments is an instructor chooses a set of twenty words used within the course that will be the set of words to test in mind maps. The instructor then creates their own mind map with this set of words, which is called the criterion map. Next, students create their mind maps using the same twenty words, and the criterion map and student map are analyzed with each other using various algorithms to produce metrics that quantify how similar the two maps are. When this activity is repeated longitudinally over a semester we can show that students are learning if their metrics of similarity are improving over time. One challenge, however, is which twenty words should be selected by the teacher. Similarly, will the set of twenty words impact the quality of observed learning. In 2011 and 2012, we collected our mind map data based on twenty words selected with no methodology (random). In 2013 and 2014, we created a methodology where approximately forty words are initially chosen, and these forty words are reduced down to 20 by creating a larger mind map and picking the words that have low connectivity. The hypothesis here is that less connectivity in the mind map will make it easier for the student to create their own quality maps. Our results show that this new methodology improves the arithmetic average of one of our best comparison metrics for all data points by a worse case of 2.4% better and best case 75% better.

I. INTRODUCTION

Over the past few years, we have been exploring how mind maps as a class assessment technique (CAT) [1] can be used over a semester to measure student learning. The broad goal is to be able to use computers to provide learners with automatic feedback about aspects of their learning; more narrowly, the technique we are investigating allows computers to give students automatic feedback about their understanding of the relationships between the technical vocabulary used and introduced in a course.

Briefly, the methodology to do this is to have students create closed mind maps (a closed mind map uses words that are pre-determined) two to three times over a semester with the same set of technical words used in the respective course. Then using algorithms to analyze these maps and produce similarity metrics between an experts map and the students map, we can show if a student is improving, and also, we can provide the student with details about which vocabulary words they are wrongly associating with other vocabulary words.

We have studied this methodology with respect to the quality of the similarity metric used ([2], [3], and [4]) and we have studied how this methodology applies to different courses [5]. One key question that the community and some of our collaborators ask about these previous studies was how do you choose the words that are to be included in the experts mind map - the criterion map. This is the question addressed in this paper by providing a new method for creating the 20 words in the CAT and evaluating if our new methodology improves the overall similarity results.

Our hypothesis for our new method to create the 20 technical terms to be used in our mind map CAT is that the less densely connected a mind map is the easier it will be for the student. Since the CAT will be easier for a student to create we expect that the results will show more distinct difference between measurements at the various stages of a semester long study. We tested our methodology over four years using the ad hoc or random method in 2011 and 2012, and we used our new methodology in 2013 and 2014 for the same class.

Our results show that our new way of creating the technical vocabulary improves the class wide average distinction between metrics by a worse case of 2.4% better and best case 75% better. These results show that this improves the automatic measurements, but we note that this does not necessarily mean the students are learning better. However, the goal of this work is to provide automatic feedback to the student, and therefore, the benefits of these results is that a machine could automatically pick the set of words for the activity to start off as easier, but then as the student improves make the CAT more challenging.

The remainder of this paper is organized as follow: Section II describes what are mind maps and technical vocabulary assessment challenges; additionally, we examine research in multiple choice tests since a mind map is arguably a large scale multiple choice test in terms of creating relationships. Section III describes both the methodology for the mind map CAT experiment and the new way we propose to create the set of 20 vocabulary words. Section IV shows our results, and finally, section V provides a discussion and conclusion.
II. Mind Maps as a Class Assessment Technique

Mind maps are visual representations of simple one-to-one relationships between words/concepts [6]. They can be used as CATs [1] allowing teachers to evaluate student understanding during class, and then, maps can be examined to provide feedback to their students. However, this is a time consuming activity for the teacher. Figure 1 shows an example mind map that expresses the authors understanding of mind maps and how they relate to a mathematical structure called graphs.

The words/concepts that are in a mind map are the nodes of a graph (circled bubbles), and the connecting lines between these words are edges of a graph. Therefore, mind maps are also graphs meaning that they can be represented and analyzed algorithmically by computational machines.

There is continued interest in mind maps as a pedagogical tool that can help structure learning [7] as well as a vast and rich data set that can provide other insights [8]. In our past studies we have provided background on mind maps and scoring them, and our updated references:

1) comparing the scores on tests to the technique [9]
2) having two independent experts score (sometimes with a rubric) the mind map on a scale two times with one week delay and compare correlation of ratings [10]
3) using structures and frameworks to identify redundancies and troubling portion of a map [11]
4) using a large data-set of mind maps for deep fact finding of interrelated topics [12]

The types of mind maps we use in this study are called closed, which means they have a limited and predetermined set of words (nodes) [13]. Our scoring technique uses a criterion map which is a mind map created by the teacher/expert as a golden model that can be compared against the student’s mind maps [14].

A. Mind Maps and Multiple Choice Tests

In our design of these experiments, an interesting question emerged, “Are closed mind maps just another form of multiple choice vocabulary tests with multiple answers?” In some ways a mind map exercise is a multiple-multiple choice test.

The answer is they are similar, and this relates to the idea of mathematical isomorphs. More specifically, an isomorphic problem has multiple presentation formats at the surface level, but are the same problem underneath such as the tic-tac-toe problem figure 2 [15]. Isomorphic problems have been of interest to cognitive psychologists, and they have been used to help us understand strategical approaches people take to solving problems [16], [17].

Multiple choice tests are designed with respect to a stem, the problem, an answer, and a number of distractors [18]. The mind map in our case makes the stem a word (each word in turn will be a stem) and the edges that connect all related words which are the answer(s), and therefore, all non-connecting words can be considered distractors.

Researchers have investigated the question of how similar should distractors be to the answer. For example, Mitkov et. al. looked at how similarity measures can be used to pick distractors and answers in multiple choice tests [19]. Similarly, Turney looked at a method to calculate “relational” similarity (correspondence between relations) between certain types of multiple choice questions [20]. This research is far broader than we can discuss in this paper and spans fields such as linguistics [21] to statistics [22], but the ideas and the terminology will be useful in describing this work.

In some way, our new methodology focuses on reducing the number of answers and increasing the number of distractors. This may seem bad for the learner and it would be if the similarity between distractor and answer was close, but we believe the distractors in this case are different enough to not confuse the learner.

III. Mind Map CAT - Experimental Methodology

As we have used our methodology in many studies, we will briefly review the experiment in first in section III-A, and then we will describe in section III-B our new methodology for selecting the words used in our closed mind map CATs.

A. Experimental Method

Our experimental methodology starts with the assumption that most students learn in a course over a semester, and this learning includes an improved understanding of the technical vocabulary as related to that course. The technical vocabulary...
is not necessarily the most important learning objective for a course, and in terms of emphasis and assessment, the vocabulary might be a periphery outcome called a “worth being familiar with” by Wiggins and McTighe’s simple taxonomy [23]. This is the case for the course being investigated in this paper.

From this starting assumption, the idea is that over a semester a mind map CAT that captures a portion of the technical vocabulary being used in the class should improve as students make better connections between words as they understand more. In multiple choice test vocabulary, we might state that over a semester the number of correct answers (correct edges) increases while the number of distractors (incorrect edges) decreases. These trends can be captured by a computer that can measure this. However, the “right” answers need to exist, which is captured in what was defined earlier - the criterion map. A criterion map is a min map created by the expert with the same technical vocabulary words that contains the information of correct relationships between words. Therefore, a student’s mind map and a criterion map are inputted into a machine that uses an algorithm(s) to measure and produce a metric of measurement that reflects similarity between the two maps. In a future CATs the new student created mind map is created and again compared to the criterion map to create a new metric that will show trends of improving or worsening similarity between the two maps - an improvement suggests learning based on our original assumption.

We have investigated a number of similarity metrics to see which best captures learning, and which metrics can be used to provide the students useful feedback [2], [3], [4]. Our two best metrics that satisfies these two requirements are:

1) Match Metric at a node and edge level - The match metric is an edge by edge comparison between the student mind map and the criterion map. The nodes in our graphs are uniquely identified by a label (the term written in the bubble), and this allows us to compare the two graphs in linear time. During this comparison a number of statistics are recorded about the differences including missing nodes (MissN), extra edges (ExtraE), and matching edges (MatchE) where the comparison is the student map as compared to the criterion map. The match metric is a combination of these statistics:

\[
\text{MatchMetric} = \frac{\text{MatchE}}{\text{MissN} + \text{ExtraE} + \text{MatchE}}
\]  

This equation results in a number between 0 and 1. The number is interpreted where as it approaches 1 these statistics:

2) Match Metric at a graphlet level - The general form of our graphlet based match-metric is:

\[
\text{GraphletMatch} = \frac{\sum_{i\in M} n_{s_{gi}}}{\sum_{g_i} n_{G_{gi}}} \frac{n_{G_{gi}}}{g_{total}}
\]

where \(g_i\) is a graphlet type (graphlets, which, are “a connected network with a small number of nodes” [24] and these small graphs are non-isomorphic in-
duced subgraphs of a larger graph) from \(g_0\) to \(g_{29}\), \(M\) is the set of included graphlets in the metric (as in a selection of the graphlets that have meaning derived from the previous section), \(n_{s_{gi}}\) is the total number of matched metrics in of that type of graphlet, \(n_{G_{gi}}\) is the total number of that type of graphlet in the criterion map, and \(g_{total}\) is the total number of graphlets (as in \(\sum g_{total}\)). This metric will produce a number between 0 and 1 where as the number approaches 1, the student’s mind map is closer to the criterion map.

Both metrics 1 and 2 are useful in showing trends in student learning, and both can be used to show student low-level feedback on their misunderstandings, but the 2nd metric can provide more interesting feedback on deeper relationships a student might be missing. For example, a triangle graphlet (\(g_2\)) shows a relationship of three ideas. This is more significant than a one-to-one relationship and is important to make a student aware of this [25]. However, since this study focuses mainly on trends and not detailed feedback, we report all our results based on metric 1 noting that metric 2 has similar behavior.

The steps of each experiment are:
1) Select 20 technical vocabulary words
2) The expert creates a criterion mind map
3) Students create their own mind maps as a 10 minute CAT before the course and after exams
4) The maps are compared with the criterion map using a similarity metric

In this method, one question that comes up is why 20 words? The reason for this is more logistical than technical in that 20 words can be made into a mind map in the 10 minutes allocated. This gives the student approximately 30 seconds per word or around 2 seconds to compare the current word with other words to determine if there is a relationship, which seems reasonable. Using our methodology we could experimentally evaluate if less or more words than 20 has some impact on our results, but we do not believe valuable ideas would emerge from an experiment like this.

Another caveat with this experimental methodology is the question of is the criterion mind map good and how much subjectivity is there in creating such a map since it is a reflection of the individual’s understanding (even though the teacher is the expert). This reality is a further concern for these experiments given that both the context of how the mind map is being thought about and that the English language is full of exceptions and meanings will impact results. For example, imagine the words “apple” and “frog” are part of the vocabulary. In the context of grammar, these might be related in a mind map since they are nouns; however, in the context of biological classification, they might not be related in terms of vegetable and animal, or are related in terms of living organisms. In regard to this, we believe the way forward is in the domain of big data and using many criterion maps and student mind maps to create large data-sets that provide interesting feedback and aren’t just simply comparing how similar maps are. We, however, do not have the resources to explore such possibilities at present.
Finally, in terms of experimental design the creation of mind maps is done on paper. This requires an additional step to convert these paper graphs into digital graphs that can be represented in the computer. This data encoding is done by hand.

B. New Method to Create a Criterion Map

This work looks at improving steps 1 and 2 of the experimental method by providing a better way to select the 20 technical words and creating the criterion map. By better we do not mean how an expert should create their mind map, but instead what are some graph properties of the criterion map. Such that the resulting student created mind maps will show more differentiation and more similarity with respect to the match metric for the CAT activities.

We start, here, by defining the degree of a node and the density of a graph before stating our hypothesis. The degree of a node is the number of adjacent nodes, or the number of edges that connect to other unique nodes. For example, in figure 1 the degree of the “Mind Map” node is 5 and the degree of the “Connection” node is 3. The average degree is the total number of edges ($|E|$) divided by the total number of nodes ($|V|$). For this example, the graphs average degree is 12 divided by 8 or 1.5. The density of a graph is defined as the total number of edges ($|E|$) divided by the maximum number of edges that a graph could have, $(0.5*|V|*(|V|-1))$. For the graph in figure 1, the maximum number of possible edges is 28 and the number of edges is 12, so the density is 12/28 or, approximately, 0.43.

Our hypothesis is that a lower average degree and graph density of the criterion map will result in a set of technical vocabulary words that will be easier for students to create their own mind maps with and their mind maps will show a more clear learning progression for our experiment. The extreme of this would be choosing 20 words that have no relationship at all, and a slightly less extreme version of this would be selecting words that have a linear relationship, which result in a graph that looks like a line. Our goal is not to remove all deeper relationships in the graph, but to make the connectivity of the graph lower so that the resulting criterion map has complexity (in terms of connectivity), but is an attempt to be on the lower end of complexity.

In our early versions of this work (2011 and 2012), we selected the 20 words from a course in an ad hoc method, which was basically random. For example, the course is a Digital System Design course at Miami University. This is a 200 level course that introduces students to the concepts of how transistors can be organized into gates, gates into useful combinational and sequential circuits, and useful circuits into larger systems that can control and compute. Key divisions in this course is between combinational and sequential circuits (where combinational circuits are taught in the first part of the course and sequential circuits in the second part of the course), number systems and calculations (introduced in the middle of the course), and the how to create Verilog designs as opposed to schematic designs. Therefore, with these key divisions we attempted to pick words from all of these domains to provide a good sample set of words for the course.

Table I shows how the 20 technical words used in the mind map CATs are distributed into these groupings over each of the years this experiment was done. The “Other” category in column 6 is for some big concept words that don’t fit into any one category; for example, digital circuits are designed with a goal of making them fast, area efficient, and power efficient, and therefore, these concepts would be classified as “Other” since they apply to many of the previous ideas.

In our ad hoc method, the main goal was to have words sampling from all the above categories, and not too much emphasis in one particular area. Once the words were selected then the expert would create their mind map, and the only restriction was that the criterion map used all the words and the graph was fully connected (meaning there was a connection path between all nodes via other nodes and edges).

The new methodology to create the 20 words that we propose has the following steps:

1) Select approximately 40 words (roughly double the target word count goal) with a reasonable selection (6 or more words) from each of the above categories
2) Have the expert create a mind map with all 40 words
3) Calculate the node degree (number of edges connecting to that node) for each node in the graph
4) In a greedy fashion remove nodes with the highest degree until you have 20 words. In cases of ties, remove words that keep the graph fully connected. Remove a word that has a very similar to pair or opposite (for example, “one” and “zero”) or comes from the same category. If this does not exist then randomly select which word to remove.

In table I, we can see that this methodology keeps the final categorized word count for our new methodology (2013 and 2014) similar to that of the our earlier counts (2011 and 2012).

The goal of this methodology is to create a criterion map that consists of less connected nodes as measured by average node degree and graph density. Table II shows how the new methodology changes the connectivity of the graphs in our experiment from the 2011 and 2012 ad hoc criterion maps to the 2013 and 2014 new method criterion maps. We also include the initial density and degree for the 40 word criterion map as shown in columns 4 and 5. The key observation here is that our new methodology creates criterion maps that are less connected than in previous years as expressed by the degree and density measurements (a smaller number for these metrics means less connectivity, which means less edges or word to word relationships).

This new methodology is more directed, but is not perfect. For example, it is possible (though it didn’t occur) that the methodology results in what is called a disjoint graph (not fully connected). This isn’t necessarily a problem, but it was a property that we didn’t want. Also, for a highly connected

<table>
<thead>
<tr>
<th>YEAR</th>
<th>COMB.</th>
<th>SEQ.</th>
<th>VERILOG</th>
<th>NUMBERS</th>
<th>OTHER</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2012</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2013</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>2014</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>
set of 40 words, even this methodology might not result in a significantly less connected graphs. In our cases, the initial 40 word maps had a node degree distribution ranging from 1 to 11 and Table II shows how the 40 word criterion maps original average degree and density were high, but were significantly reduced by using the method.

IV. Results

To investigate our hypothesis, we collected data for students who participated in our study (IRB approved) from 2011 to 2014. In each year, we followed the experimental methodology as described above. We performed the CAT's on our digital system design class at the beginning of the class Pre, after exam one ExamI, and after exam two ExamII with the exception of missing a data collection point in 2013 for ExamI. Depending on absences the total population at each sample point deviates slightly from the population size reported. Finally, the changes to the course from 2011 to 2014 were small and the same professor (Dr. Jamieson) taught all of these sections. However, each year Dr. Jamieson did make efforts to improve the course focusing much of his attention on helping students improve their Verilog design ability.

Table II shows the results based on the arithmetically averaged match metric for each year at each measurement stage. Column 1 and 2 show the year and population of students who participated in the study (again noting that each sample point had a population that was equal to or less than this number based on attendance). Columns 3 through 5 shows the arithmetically averaged match metric (metric 1 described earlier rounded to 3 decimal places) for each of the measurement stages comparing each student’s mind map to the criterion map created that year.

Table III shows the results based on the arithmetically averaged match metric for each year at each measurement stage. Column 1 and 2 show the year and population of students who participated in the study (again noting that each sample point had a population that was equal to or less than this number based on attendance). Columns 3 through 5 show the arithmetically averaged match metric (metric 1 described earlier rounded to 3 decimal places) for each of the measurement stages comparing each student’s mind map to the criterion map created that year.

One thing to note, which is more thoroughly investigated in previous papers, is that the match metric number is growing as the semester progresses, and we say that this trend shows that students are learning the technical vocabulary better as the semester progresses. This is not always the case in all courses as investigated in [5]. However, for the study course we have consistently seen these trends.

As a reminder, the match metric is a measurement between 0 and 1 that as it approaches 1 means that the student created mind map is more similar to the criterion map. In table III the size of the match metric when compared between the 2011 and 2012 ad hoc criterion map creation group to the 2013 and 2014 new method criterion map creation group we see that the 2013 and 2014 numbers are larger when comparing similar time of measurement (column by column Pre, ExamI, and ExamII). In 2014, the values are considerably larger where the ExamII match metric results are better than any other measurement except the same years ExamII result.

The distinction from the starting measurement to ending measurement is also more significant in 2014 than in any other year (almost a difference of 0.25). However, all other years differences are about 0.1. A distinguishing features for the 2014 year is that the criterion map has the lowest density and average degree compared to all other criterion maps in this study, and another factor might be the number of “Other” words (see Table I) is also the lowest. Our advice for others using this technique is to use our methodology as proposed in the previous section, but also keep the number of forest concepts (words that relate to ideas throughout the course) to a minimum to get the best results strictly from the perspective of measurement.

Comparing the percentage improvement of the match metric between the two groups, the lowest percentage improvement is 2.47% between ExamII in 2013 to 2011 and the greatest percentage improvement is 74.6% between ExamII in 2014 to 2011. In general, our new technique always improves the average class performance as measured by the match metric.

V. Discussion and Conclusion

In this work, we provided a new methodology to create criterion maps for automatically evaluating them with machine based algorithms that compare a student’s mind map to a criterion map measured three times over a semester. Our results show that our new technique provides teachers with a clearer methodology to pick the 20 technical vocabulary words to include in this CAT, and that following our proposed methodology will end in better and more differentiated similarity measurement results. Additionally, our data suggests that picking words that are not high level concepts (forest concepts) that apply to many ideas introduced throughout the course and focusing on more distinct ideas (tree concepts) results in a more clear measurement of learning.

These results are useful in terms of the goal of automatic feedback on mind map CATs. However, this does not suggest that educators should not consider using complex mind maps
as CA Ts in their classes. Depending on the learning objective and the goal of the activity complex and dense mind maps may be more valuable. Strictly from the perspective of machine analysis, graph connectivity is a parameter we can control to make the activity simpler and easier for beginners. In a way, this is a parameter that could be adjusted by a machine to change the difficulty of the activity.

At this point in our study of how to automatically analyze mind maps to provide students with feedback on their learning, we believe that future directions should focus on systems that collect larger sets of data. We believe our methodology has been refined successfully to find the best techniques and a solid methodology for performing such measurements. This will also improve the “criterion map” since the idea of expert could also be crowd sourced and would improve the comparison map. To achieve these goals, the focus needs to be put on a web-based system that can collect this data, and we are not certain we are the best group to pursue these ideas.
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