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Abstract. Given a set $S$ of vertices in a connected graph $G$, the classic Steiner tree problem asks for the minimum number of edges of a connected subgraph of $G$ that contains $S$. We study this problem in the hypercube. Given a set $S$ of vertices in the $n$-dimensional hypercube $Q_n$, the Steiner cost of $S$, denoted by $\text{cost}(S)$, is the minimum number of edges among all connected subgraphs of $Q_n$ that contain $S$. We obtain the following results on $\text{cost}(S)$. Let $\epsilon$ be any given small, positive constant, and set $k = |S|$. (1) [upper bound] For every set $S$ we have $\text{cost}(S) < \left(\frac{4}{3}k + 1 + \frac{\ln k}{\sqrt{n}}\right)n$. In particular, there is a constant $c_1$ depending only on $\epsilon$ such that if $k > c_1$, then $\text{cost}(S) < \left(\frac{4}{3} + \epsilon\right)kn$. (2) We develop a randomized algorithm of running time $O(kn)$ that produces a connected subgraph $H$ of $Q_n$ containing $S$ such that with probability approaching 1 as $k, n \to \infty$ we have $|E(H)| < \left(\frac{4}{3} + \epsilon\right)kn$. (3) [lower bound] There are constants $c_2$ and $b$ (with $1 < b < 2$) depending only on $\epsilon$ such that if $c_2 < k < b^k$, then as $n \to \infty$ almost all sets $S$ of size $k$ in $Q_n$ satisfy $\text{cost}(S) > \left(\frac{1}{4} - \epsilon\right)kn$. Thus for $k$ in this range with $k \to \infty$, the upper bound (1) is asymptotically tight. We also show that for fixed $k$, as $n \to \infty$, almost always a random family of $k$ vertices in $Q_n$ satisfies $\left(c(\frac{3}{4} + \frac{\ln k}{\sqrt{n}})1 - (\frac{1}{4} + k^3)\right)n - \sqrt{n\ln n} \leq \text{cost}(S) \leq \left(c(\frac{3}{4} + \frac{\ln k}{\sqrt{n}})1 - (\frac{1}{4} + k^3)\right)n + \sqrt{n\ln n}$.
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1. Introduction. Given a metric space $Y$ having metric (or distance function) $\mu : Y \times Y \to \mathbb{R}$ and a set of points $S \subseteq Y$, the Steiner problem on $Y$ is to find a tree in $Y$ whose vertex set contains $S$ having the minimum possible total length among all such trees. We let $\text{cost}(S)$ be this minimum, where the underlying $Y$ and $\mu$ are understood by context. When $Y = \mathbb{R}^2$ and $\mu$ is the $\ell_2$ norm (the usual geometric distance), the case $|S| = 3$ was studied by Torricelli, and the problem for arbitrary sets $S$ in $\mathbb{R}^2$ was shown to be NP-complete in [12]. For the same $Y$ with the $\ell_1$ metric (i.e., rectilinear distance) the problem was proved to be NP-complete in [13]. Applying the theory of MAX-SNP hardness [23], Trevisan showed [28] that when $Y = \mathbb{R}^n$ and $\mu$ is the $\ell_1$ metric, the Steiner problem is MAX-SNP hard. This implied that a polynomial time approximation scheme for this problem (a polynomial time algorithm with ratio less than $1 + \epsilon$ for any fixed $\epsilon$) is not possible unless $P = NP$.

We now consider the case when $Y$ is a connected edge-weighted graph $G = (V, E)$ with nonnegative edge weight $w(e)$ for each edge $e \in E(G)$. Thus the metric here is $\mu(x, y) = d_G(x, y)$, the distance between $x$ and $y$ in $G$. So for any $S \subseteq V$, the graph Steiner problem, which we abbreviate as the Steiner problem when the underlying graph $G$ is understood, is to determine $\text{cost}(S)$, the minimum over all subtrees $T$ of $G$ containing $S$, of the quantity $\sum_{e \in E(T)} w(e)$ (called the total weight of $T$), and, if possible, to produce a tree achieving this minimum. We call $S$ the set of terminals and a tree achieving this minimum a Steiner tree for $S$. The graph Steiner problem is NP-hard, even in the special case of the hypercube (see below). A polynomial time
heuristic with approximation ratio roughly 1.55 is given in [27]. See the texts [17] and [25] (among others) for thorough presentations of graph Steiner tree problems.

Of particular interest because of connections to biological applications is the Steiner problem on the Hamming graph, as follows. Let $A_i, 1 \leq i \leq n$, be a set of $n$ finite alphabets, say with $|A_i| = t_i$. The Hamming graph $H = H(t_1, t_2, \ldots, t_n)$ has $A_1 \times A_2 \times \cdots \times A_n$ as its vertex set, where two strings (vertices) $x$ and $y$ in $H$ are joined by an edge precisely when they disagree in exactly one coordinate. All edges are given weight 1. Thus $d_H(x, y)$ is the number of coordinates in which $x$ and $y$ disagree. We note that $H$ can also be viewed as the graph Cartesian product $K_{t_1} \times K_{t_2} \times \cdots \times K_{t_n}$ of complete graphs. The case $t_i = 2$ for all $i$ yields the familiar binary hypercube $Q_n$ of dimension $n$ whose vertices are binary strings of length $n$ (over the alphabet $\{0, 1\}$), two vertices joined by an edge when they disagree in exactly one coordinate. A phylogeny for $S$ in $H$ is a subtree of $H$ whose leaves are all the points in $S$, and the Steiner problem in phylogeny (STP) is to find the minimum number of edges in any phylogeny for $S$.

Some results on the Steiner problem and on STP for the Hamming graph are as follows. A polynomial time algorithm solution to the Steiner problem on $H$ in the case $n = 2$ appeared in [5], with a simplified proof for $n = 2$ and lower bound for the case $n = 3$ in [3]. For the next such set of results, let $T$ be a subtree of some graph $G$ containing the terminals $S \subseteq V(G)$. A subtree $T'$ of $T$ is a full component of $T$ if no internal point of $T'$ is a point of $S$. A $k$-restricted tree $T$ for $S$ is one for which every full component of $T$ has at most $k$ points of $S$. Let $L_k(S)$ be the minimum total weight of a $k$-restricted subtree of $G$ containing $S$. Then the $k$-Steiner ratio in $G$ is

$$\rho_k(G) = \min_{S \subseteq V(G)} \frac{\text{cost}(S)}{L_k(S)}.$$  

In [9] it is shown that the STP problem for $k$-restricted phylogeny is APX-complete for $k \geq 4$, even for binary characters, that is, for $Q_n$. The authors also showed that $\rho_k(Q_n)$ achieves a lower bound for arbitrary metric spaces proved in [4].

A related alignment problem is the following. Take $A$ to be an alphabet of size $t$, and take $X = \{x_1, x_2, \ldots, x_s\}$ to be a set of strings of arbitrary lengths over $A$. Further, let $p \geq \max\{|x_i|\}$ be a positive integer, and let $T = (V, E)$ be an abstract tree on at least $s$ vertices. We assume here a one-one correspondence between $X$ and some $s$-subset of $V$, say letting $x_i \in X$ correspond to some $v_{x_i} \in V$. Now let $A' = A \cup \{\Delta\}$ be an augmented alphabet, where $\Delta$ is a new symbol called an “indel.” Consider a one-to-one map $\ell : V \rightarrow (A')^p$ of $V$ into the $p$-fold Cartesian product $(A')^p$, i.e., the set of length $p$ strings over $A'$. For each $x_i \in X$ the string $\ell(v_{x_i})$ represents a genome or a vector of characteristics for the species $x_i$. This $\ell(v_{x_i})$ is a “padded” copy of $x_i$, consisting of a length $p$ string over $A'$ in which $x_i$ appears as a subsequence, with $p - |x_i|$ indel symbols $\Delta$ in the remaining entries. This tree $T$ represents an evolutionary tree leading to the set of species $X$, in which certain positions (the ones with entry $\Delta$) are unknown (or have been lost in extinct ancestors). We view $\ell(V)$ as a $|V| \times p$ matrix with rows being the images of $V$ under $\ell$, and we call this matrix a tree alignment $T$ of $X$. Now let $M$ be a symmetric $(t + 1) \times (t + 1)$ matrix indexed by the letters in $A'$, where the entry $M(\alpha, \beta)$, $\alpha, \beta \in A'$, is a transition cost (perhaps evolutionary distance) between $\alpha$ and $\beta$. Then define the cost $c(T, X, M)$ of this tree alignment by

$$c(T, X, M) = \sum_{uv \in E(T)} \sum_{i=1}^{p} M(\ell(u)_i, \ell(v)_i),$$
where \( \ell(u)_i \) is the entry in the \( i \)th coordinate of \( \ell(u) \), and similarly for \( \ell(v)_i \). The problem is then, given \( X \), to minimize \( c(T, X, M) \) over all trees \( T \) and order of insertions of \( p - |x_i| \) indels for each \( 1 \leq i \leq s \) in obtaining a padded copy of \( x \).

This problem is known as the multiple sequence tree alignment problem. In [29] and its preliminary version [19] this problem was proved MAX-SNP hard, and NP-hard even under the restriction that \( T \) must be a binary tree. Simplified proofs of these results were given in [30]. For a discussion of these and related problems, see the excellent texts [14] and [24] on computational biology emphasizing connections to discrete mathematics.

We now turn to the focus of this paper, the graph Steiner problem in the hypercube \( Q_n \) with terminal set \( S \subseteq V(Q_n) \). Recall that \( Q_n \) has for its vertices all the \( 2^n \) binary strings of length \( n \), two such vertices joined by an edge of weight 1 when they disagree in exactly one coordinate. So the distance dist\((x, y)\) between two vertices \( x \) and \( y \) of \( Q_n \) is the number of coordinates in which \( x \) and \( y \) disagree. For this case, the connection with evolutionary trees in biology is made by viewing each terminal \( v \in S \) as a description of an individual or species. The \( i \)th coordinate is 1 if the species possesses the \( i \)th trait and is 0 otherwise. Thus a rooted Steiner tree of \( Q_n \) containing \( S \) is an efficient branching diagram of how a set of species (the set \( S \)) may have evolved from a common ancestor (the root), each edge of the tree indicating an evolutionary transition between possessing or not possessing a particular trait. Thus the Steiner problem for \( Q_n \) is known in computational biology as the “maximum parsimony” problem for binary coordinates (see [14]).

This Steiner (or maximum parsimony) problem also includes the well-known “perfect phylogeny” problem (see again [14]) as follows. To avoid trivial reductions, assume that in each of our \( n \) coordinates, at least one pair of vertices in \( S \) disagree. So trivially \( \text{cost}(S) \geq n \). The problem is to determine if there exists a rooted tree \( \tau \) satisfying the following conditions:

1. The leaves of \( \tau \) are in one-one correspondence with the vertices of \( S \).
2. There are a subset \( E' \) of \( E(\tau) \) and a one-one labeling of \( E' \) with the integers \( i, 1 \leq i \leq n \), so that for each leaf \( x \) of \( \tau \), the set of labels appearing on the path from \( x \) to the root is precisely the set of coordinates of \( x \) (viewed as a vertex in \( Q_n \)) having value 1.

Such a tree \( P \), called a phylogenetic tree for \( S \), is a possible history of how the set \( S \) arose from a common ancestor, the root \( r \). The biological assumptions here are that \( r \) has none of the \( n \) traits (i.e., \( r = 0^n \)) and that once a trait appears at a vertex of \( P \) it remains a trait in all its descendants. When we contract unlabeled edges of \( P \), we obtain a tree \( T \) that corresponds naturally to a subtree of \( Q_n \) containing the set \( S \) and having \( n \) edges. Thus the existence of a phylogenetic tree for \( S \) implies \( \text{cost}(S) = n \), achieving the trivial lower bound, and the corresponding subtree of \( Q_n \) must be a Steiner tree for \( S \). Gusfield [15] found an \( O(kn) \) time algorithm for determining whether \( S \subseteq V(Q_n) \) has a perfect phylogeny, where \( |S| = k \). Consider the natural generalization to the Hamming graph \( H = H(r, r, \ldots, r) \) with \( n \) coordinates, where each coordinate has some value \( j, 1 \leq j \leq r \), and \( S \subseteq V(H) \). We ask whether there is a subtree \( T \) of \( H \) containing \( S \) for which every leaf of \( T \) is in \( S \), such that for every \( 1 \leq j \leq r \) and \( 1 \leq i \leq n \) the set of vertices \( v \in V(T) \) for which \( v_i = j \) induces a subtree of \( T \). A polynomial time algorithm for determining this for any fixed \( r \) was found in [1], having running time \( O(2^r(k n^3 + n^4)) \).

Previous work on the Steiner problem in the hypercube includes the following. Proofs of NP-hardness were given independently in [20, 8, 10, 16] for the weighted
version of the problem, where in [20] NP-hardness was shown even for the special case where all vertices in \( S \) have weight 2, using a reduction from the vertex cover problem. Also in [20] an exact formula for \( \text{cost}(S) \) was given when \(|S| \leq 5\). In [21], a result of Frankl and Rödl [11] on the hypergraph Turán problem was applied to show that if \( S \) is the set of all weight \( r + 1 \) points of \( Q_n \), normalized so that \( r + 1 \leq \frac{n}{5} \), then \( \binom{n}{r+1} \left( \frac{n}{r+1} \right) \leq \text{cost}(S) \leq \binom{n}{r+1} \left( 1 + o(1) \right) \frac{\binom{n}{r}}{\binom{2n}{r+1}} \) as \( r \to \infty \).

As for arbitrary sets \( S \) of any given size \( k \), prior to this report (as pointed out in [20]) there was the simple upper bound \( \text{cost}(S) \leq \min \{ \frac{n}{2} | n, 2^n - 1 \} \) for \( k \) odd, and \( \text{cost}(S) \leq \min \{ (k - 1 + \frac{1}{k-1}) \frac{n}{2}, 2^n - 1 \} \) for \( k \) even. This bound follows from joining the points of \( S \) by paths to the centroid of \( S \), i.e., the point of \( Q_n \) whose value in any coordinate is the majority value in that coordinate among the points of \( S \). An improvement upon this simple bound, decreasing the coefficient of \( kn \) from \( \frac{1}{2} \) to \( \frac{9}{20} \), is implicit in another result of [20], though not stated there explicitly, as follows. Let \( L_5(n) \) be the maximum of \( \text{cost}(S) \) over all vertex sets \( S \) in \( Q_n \) with \(|S| = 5\). It was shown in [20] that

\[
L_5(n) = 2n - \left[ \frac{n}{10} \right] - \left[ \frac{n-4}{10} \right].
\]

Thus \( L_5(n) \leq \frac{9}{5} n \). Proceeding inductively, assume that we have a subgraph of \( Q_n \) containing \( S \) having \( c \) components. Then select one vertex from each component, group the selected vertices into at most \( \left[ \frac{5}{2} \right] \leq \frac{5}{2} + 1 \) blocks each of size at most 5, and by the formula for \( L_5(n) \), interconnect the vertices in each block using at most \( L_5(n) \leq \frac{9}{5} (n-1) \) additional edges and possibly additional vertices for that block. The new subgraph of \( Q_n \) thereby formed contains \( S \), has at most \( \frac{9}{5} n \left( \frac{5}{2} + 1 \right) \) additional edges, and has at most \( \left[ \frac{5}{2} \right] \leq \frac{5}{2} + 1 \) components. After at most \( \left[ \frac{1}{2} \log(k) \right] \) such steps, we obtain a connected subgraph \( F \) of \( Q_n \) containing \( S \) such that

\[
|E(F)| \leq \frac{9kn}{25} \left( 1 + \frac{1}{5} + \frac{1}{25} + \cdots \right) + O(\log(k)) \frac{9n}{5} = \frac{9kn}{20} (1 + o(1))
\]
as \( k \to \infty \).

In this paper, we substantially improve upon earlier results as follows. Let \( S \) be a set of \( k \) vertices in \( Q_n \), and let \( \epsilon > 0 \) be any small constant. We show that \( \text{cost}(S) < \left( \frac{1}{k+1} + \frac{2}{b \ln k} \right)n \). In particular, there is a constant \( c_1 \) depending only on \( \epsilon \) such that if \( k > c_1 \), then \( \text{cost}(S) < \left( \frac{1}{k+1} + \epsilon \right)kn \). Further, we show that this bound is asymptotically tight for moderately sized \( k \) in the following strong sense. There are constants \( c_2 \) and \( b \) (with \( 1 < b < 2 \)) depending only on \( \epsilon \) such that if \( c_2 < k < b^n \), then as \( n \to \infty \) almost all sets \( S \) of size \( k \) in \( Q_n \) satisfy \( \text{cost}(S) < \left( \frac{1}{k+1} - \epsilon \right)kn \). We also give a randomized algorithm of running time \( O(kn) \) that produces a connected subgraph \( H \) of \( Q_n \) containing \( S \) such that with probability approaching 1 as \( k, n \to \infty \) we have \(|E(H)| \leq \left( \frac{1}{k+1} + \epsilon \right)kn \).

The paper is organized as follows. We begin by generalizing the problem to subcubes. Let \( \mathcal{F}_k \) be a collection of \( k \) many subcubes (of various dimensions) of \( Q_n \). Then define \( \text{cost}(\mathcal{F}_k) \) to be the minimum number of edges in any connected subgraph of \( Q_n \) containing at least one vertex from each subcube in the family \( \mathcal{F}_k \). This is an instance of the group Steiner problem, where we are given a collection of vertex sets \( S_i \) in some weighted graph \( G \) and are asked to find the minimum weight tree in \( G \) containing at least one vertex from each set \( S_i \) in the collection. This problem was introduced in [26] motivated by issues in VLSI design. See [6] for just one recent example of the extensive literature on the group Steiner problem.
We introduce the “merge” of two subcubes $D$ and $D'$. Intuitively speaking, this is the replacement of these two subcubes by a subcube consisting of possible vertices of $Q_n$ through which $D$ and $D'$ can be efficiently joined with the remaining subcubes in the family $F_k$. The size of our family is thereby reduced by 1. A “merging pattern” $\pi$ is the successive application of such pairwise merges. We define a cost function $\text{cost}(F_k,\pi)$ for any merging pattern $\pi$ applied to a family $F_k$ which upper bounds $\text{cost}(F_k)$, and show that there is always a connecting subgraph $H_\pi$ for $F_k$ such that $\text{cost}(F_k) \leq |E(H_\pi)| \leq \text{cost}(F_k,\pi)$. We derive an upper bound on the expected value of cost($F_k,\pi$) over all merging patterns, yielding our upper bound result for cost($F_k$).

For the lower bound we show that for almost every family $F_k$ of “moderate” size, every small subfamily $F'$ of it is hard to connect, in that cost($F',\pi$) is high for every merging pattern $\pi$. From this we deduce that cost($F_k$) satisfies a lower bound close to the upper bound previously obtained. Thus for such families $F_k$ the previously derived upper bounds are nearly optimal. Here we prove and then use the crucial fact that there is always some merging pattern $\pi$ for which cost($F_k$) = cost($F_k,\pi$), that is, a merging pattern which achieves cost($F_k$).

Finally we show by martingale methods that almost any merging pattern $\pi$ yields a value of cost($F_k,\pi$) similar to the upper bound for cost($F_k$). From this we obtain a randomized algorithm of running time $O(kn)$ for producing a connecting subgraph for $F_k$ which is near optimal, in effect a randomized $1 + \epsilon$ approximation scheme, for almost all moderately sized families $F_k$ as $k \to \infty$.

2. The Steiner problem for subcubes. In this section we generalize the Steiner problem to subcubes of $Q_n$, as described in the introduction. Thus we are given a family $F_k$ of $k$ many subcubes of $Q_n$, and the goal is to estimate cost($F_k$), the minimum number of edges in any connected subgraph $H$ of $Q_n$ containing at least one vertex from each subcube in the family. We say that such an $H$ “connects” $F_k$. Our method is to develop a “merge” operation on pairs of subcubes, and by iterating this merge consider a “merging pattern” on the family $F_k$. An algorithm is then given for using any merging pattern to construct a subgraph which connects $F_k$. By upper bounding the expected value of a certain cost function defined on merging patterns, we obtain our upper bound for cost($F_k$). To facilitate the statement of various definitions and the algorithm, we need the following notation.

For each $s \in \{0,1,\ldots,n\}$, if we fix the values in a given set of $n-s$ coordinates but allow values in the other $s$ coordinates to vary, then we obtain a set $D$ of $2^s$ vertices that induces an $s$-dimensional subcube. We represent $D$ by a $(0,1,*$)-string, using the symbol $*$ in each of the $s$ coordinates where the value is allowed to vary. For instance, $D = 1\ast000\ast$ represents the set \{10000, 10001, 11000, 11001\}. For convenience, we also use $D$ to denote the $s$-dimensional subcube it induces. So, the same letter $D$ will refer to a $(0,1,*$)-string, the set of vertices it represents, and the subcube that set induces. Such flexibility allows us to simplify our presentation.

Given a $(0,1,*$)-string $D$ of some length $n$ and $i \in [n]$, we let $D_i$ denote the $i$th coordinate of $D$. We define a (symmetric) distance function $\text{dist}$ on pairs from $\{0,1,*\}$ by letting $\text{dist}(0,1) = \text{dist}(1,0) = 1$ and $\text{dist}(a,b) = 0$ for all other pairs $a,b \in \{0,1,*\}$. We extend this distance function to pairs $D, D'$ of $(0,1,*$)-strings of any given length $n$ by letting $\text{dist}(D,D') = \sum_{i=1}^{n} \text{dist}(D_i,D'_i)$. Given two such $(0,1,*$)-strings and $i \in [n]$, we say that $D$ and $D'$ have opposite values in coordinate $i$ if $\{D_i, D'_i\} = \{0,1\}$. We see that $\text{dist}(D,D')$ equals the number of coordinates in which $D, D'$ have opposite values, which is also the length of a shortest path in $Q_n$ with one endpoint in $D$ and the other in $D'$. For instance, $\text{dist}(1\ast011\ast, \ast11001) = 2,$
with a corresponding path of length 2 being 101111, 111111, 111101. When viewed as sets we have \( D \cap D' \neq \emptyset \) if and only if \( \text{dist}(D, D') = 0 \).

We now define a (symmetric) operator \( \wedge \) on pairs from \( \{0, 1, *\} \) by the rule that \( 0 \wedge 1 = 1 \wedge 0 = * \) and that for each \( a \in \{0, 1, *\} \), \( a \wedge a = a \) and \( a \wedge * = * \wedge a = a \). We then extend \( \wedge \) to pairs of \( \{0, 1, *\} \) strings by performing the operation coordinate-wise; for instance, \( 101111 \wedge *111101 = 1*1*1111 \). See Figure 1. We refer to \( D \wedge D' \) as the merge of \( D \) and \( D' \). Given two subcubes \( D \) and \( D' \), a \((D, D')\)-path is a path in \( Q_n \) with one end in \( D \) and the other in \( D' \).

**Proposition 2.1.** Let \( D \) and \( D' \) be two subcubes in \( Q_n \).

(a) If \( D \cap D' \neq \emptyset \), then \( D \cap D' = D \wedge D' \).

(b) Let \( u \) be any vertex in \( D \wedge D' \). Then there exists an \((D, D')\)-path of length \( \text{dist}(D, D') \) that contains \( u \).

**Proof.** (a) Suppose \( D \cap D' \neq \emptyset \). Then \( D \cap D' \) induces a subcube \( D'' \) of \( Q_n \). Fix an \( i \in [n] \). Then \( D_i'' = 1 \) if and only if \( (D_i, D_i') = (1, 1), (1, *), \) or \( (*, 1) \), which is precisely when \( D_i \wedge D_i' = 1 \). Similarly \( D_i'' = 0 \) if and only if \( D_i \wedge D_i' = 0 \). Since \( D \cap D' \neq \emptyset \), \( \{D_i, D_i'\} \neq \{0, 1\} \). Thus, \( D_i'' = * \) if and only if \( D_i = D_i' = * \), which holds if and only if \( D_i \wedge D_i' = * \). So, \( D \cap D' = D \wedge D' \).

(b) If \( \text{dist}(D, D') = 0 \), then \( D \cap D' \neq \emptyset \) and \( D \cap D' = D \wedge D' \). We take the single point \( \{u\} \) to be the desired path. For the general case, we define bit strings \( x, x' \) as follows. For each of the \( d = \text{dist}(D, D') \) coordinates \( i \) for which \( D, D' \) have opposite values, let \( x_i = D_i \) and \( x'_i = D'_i \). For all other coordinates \( i \), let \( x_i = x'_i = u_i \). Then we have \( x \in D, x' \in D' \), and \( \text{dist}(x, x') = d \). It suffices to verify that some \( x, x' \)-path of length \( d \) contains \( u \). Let \( P \) be a shortest \( x, u \)-path and \( P' \) a shortest \( u, x' \)-path. Then their concatenation \( W \) is an \( x, x' \)-walk through \( u \). Since entries of \( u \) match those of both \( x \) and \( x' \) in all but \( d \) coordinates, and since \( u_i \) matches one of \( x_i, x'_i \) in the other \( d \) coordinates, \( W \) has length \( d = \text{dist}(D, D') \), and so it must be a path.

As before, consider a family \( F_k = (D^1, D^2, \ldots, D^k) \) of \( k \) subcubes of \( Q_n \), the \( D^i \)'s not necessarily distinct. For each \( i \in [k] \), we designate one vertex in \( D^i \cap V(H) \) as the representative of \( D^i \) in \( H \). A vertex may represent more than one member of \( F_k \).

A subgraph \( H \) that connects \( F_k \) and has the fewest possible edges is necessarily a tree, and we call it a Steiner tree for \( F_k \) in \( Q_n \). We let \( \text{cost}(F_k) \) denote the number of edges in a Steiner tree for \( F_k \) and call it the Steiner cost of \( F_k \). It is convenient to view \( F_k \) as a \( k \times n \) matrix with entries from \( \{0, 1, *\} \) such that for each \( i \in [k] \) the \( i \)th row of \( F_k \) is \( D^i \).
Let $n$ be a positive integer. Consider a $k \times n$ matrix $M$ with entries from $\{0, 1, *\}$ and integers $a, b$ with $1 \leq a < b \leq k$. By the $a, b$-merge of $M$ we mean the $(k - 1) \times n$ matrix resulting from $M$ by replacing its $a$th row by the merge of rows $a$ and $b$, and then deleting the $b$th row. Thus we also speak of the $a, b$-merge of a family $\mathcal{F}_k$ of subcubes by viewing that family as a matrix (as noted above). For every row $j$ of $M$, if $j > b$, then in the new matrix this row becomes row $j - 1$, while if $j < b$, it remains row $j$. A $k$-merging pattern is a sequence $\pi = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2)$ of ordered pairs of indices satisfying $1 \leq a_i < b_i \leq i$ for each $i$. Given such a $\pi$ and letting $M = M(k)$, recursively define matrices $M(k-1), M(k-2), \ldots, M(1)$ by letting $M(i-1)$ be the $a_i, b_i$-merge of $M(i)$. So for $1 \leq i \leq k$, $M(i)$ is the $i \times n$ matrix resulting from $M$ by applying in succession the first $k - i$ merging pairs $(a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_{k-i+1}, b_{k-i+1})$ of $\pi$ to $M$. (We suppress any reference to $\pi$ in the notation $M(i)$ since $\pi$ will be understood by context.) Now let $\text{cost}_M(i)$ be the distance between rows $a_i$ and $b_i$ of $M(i)$ (defined earlier as the number of coordinates in which one of the two strings has a 0 and the other has a 1). Then define $\text{cost}(M, \pi) = \sum_{i=2}^{k} \text{cost}_M(i)$, which we call the merging cost of $M$ relative to the merging pattern $\pi$.

For example, let $M = M(4)$ be the matrix shown at left below, and consider the merging pattern $\pi = (2, 4), (1, 2), (1, 2)$. The display shows the forming of the families $M(3), M(2), M(1)$ from the choice of $M = M(4)$ and $\pi$. In this example, $\text{cost}_M(4) = 2$, $\text{cost}_M(3) = 2$, $\text{cost}_M(2) = 1$, so $\text{cost}(M, \pi) = 5$:

\[
\begin{bmatrix}
1 & 1 & 0 & * & 1 & 1 \\
0 & * & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & * & 1 & 0 & 0
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & 1 & 0 & * & 1 & 1 \\
* & 0 & * & 1 & 0 & * \\
0 & 0 & 0 & 1 & 1 & 1 \\
1 & * & 0 & 1 & * & 1
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & * & 0 & 1 & * & 1 \\
0 & 0 & 0 & 1 & 1 & 1
\end{bmatrix}
\rightarrow
\begin{bmatrix}
* & 0 & 0 & 1 & 1 & 1
\end{bmatrix}.
\]

Given a family $\mathcal{F}_k$ of $k$ subcubes of $Q_n$ (viewed as a $k \times n$ matrix) and a $k$-merging pattern $\pi_k$, the following recursive algorithm produces a graph which connects $\mathcal{F}_k$, having at most $\text{cost}(\mathcal{F}_k, \pi_k)$ edges.

**Algorithm 2.2. Connect ($\mathcal{F}_k, \pi_k$).**

**Input:** a family $\mathcal{F}_k = (D^{k,1}, D^{k,2}, \ldots, D^{k,k})$ of subcubes in $Q_n$ and a $k$-merging pattern $\pi_k = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2)$.

**Output:** a subgraph $H_{\pi_k}$ of $Q_n$ that connects $\mathcal{F}_k$.

**Algorithm:**

If $k = 2$ then do the following:

Let $H_{\pi_k}$ be a path of length $\text{dist}(D^{k,1}, D^{k,2})$ that intersects both $D^{k,1}$ and $D^{k,2}$. Return $H_{\pi_k}$.

If $k > 2$, then do the following:

Let $F_{k-1} = (D^{k-1,1}, D^{k-1,2}, \ldots, D^{k-1,k-1})$ be obtained from $\mathcal{F}_k$ by deleting its $b_k$th term and replacing its $a_k$th term with $D^{k,a_k} \land D^{k,b_k}$. Let $\pi_{k-1}$ be obtained from $\pi_k$ by deleting $(a_k, b_k)$.

Let $H_{\pi_{k-1}}$ be the graph returned by Connect($F_{k-1}, \pi_{k-1}$). Let $u_k$ be a representative of $D^{k,a_k} \land D^{k,b_k}$ in $H_{\pi_{k-1}}$. Let $P_k$ be a path of length $\text{dist}(D^{k,a_k}, D^{k,b_k})$ through $u_k$ that intersects both $D^{k,a_k}$ and $D^{k,b_k}$, whose existence is guaranteed by Proposition 2.1. Let $H_{\pi_k} = H_{\pi_{k-1}} \cup P_k$. Return $H_{\pi_k}$.

It is straightforward to see that the subgraph $H_{\pi_k}$ constructed by Algorithm 2.2 connects $\mathcal{F}_k$ and $|E(H_{\pi_k})| \leq \text{cost}(\mathcal{F}_k, \pi_k)$. Hence we have the following proposition.
PROPOSITION 2.3. Let $F_k$ be a family of $k \geq 2$ subcubes of $Q_n$, and let $\pi$ be a $k$-merging pattern. Then the output $H_\pi$ of Algorithm 2.2 is a subgraph of $Q_n$ connecting $F_k$, satisfying $E(H_\pi) \leq \text{cost}(F_k, \pi)$. Thus $\text{cost}(F_k) \leq \text{cost}(F_k, \pi)$.

Our next goal is to prove the crucial fact that there always exists a merging pattern $\pi$ for $F_k$ for which $\text{cost}(F_k) = \text{cost}(F_k, \pi)$. For that we need the following simple structural lemma.

LEMMA 2.4. Let $q \geq 2$ be an integer. Suppose $T$ is a tree and $W$ is a subset of $V(T)$ with $|W| \geq q$. Then $T$ has a subtree $T^*$ such that $q \leq |V(T^*) \cap W| \leq 2q - 2$ and that $T - E(T^*)$ has a component that contains all of $W - (V(T^*) \cap W)$.

Proof. Make $T$ a rooted tree by choosing any vertex $r$ to be the root. For each vertex $v$, let $T_v$ denote the subtree of $T$ rooted at $v$. Among all vertices $u$ satisfying $|V(T_u) \cap W| \geq q$, choose one to minimize $|V(T_u) \cap W|$, noting that $u$ exists since $|V(T_r) \cap W| \geq q$. Let $v_1, \ldots, v_m$ denote the children of $u$ in $T$. For each $i \in [m]$, let $s_i = |V(T_{v_i}) \cap W|$. By our choice of $u$, for each $i \in [m]$, we have $s_i \leq q - 1$. Since $|W \setminus \{u\}| + \sum_{i=1}^m s_i = |V(T_u) \cap W| \geq q$, there exists a smallest index $c$ such that $|W \setminus \{u\}| + \sum_{i=1}^c s_i \geq q$. Our choice of $c$ and the fact that $s_c \leq q - 1$ also imply that $|W \setminus \{u\}| + \sum_{i=1}^c s_i = (|W \setminus \{u\}| + \sum_{i=1}^{c-1} s_i) + s_c \leq (q - 1) + (q - 1) = 2q - 2$. Let $T^*$ denote the subtree of $T$ formed by $u, \bigcup_{i=1}^c T_{v_i}$, and the edges $w_1, \ldots, w_c$. Then $q \leq |V(T^*) \cap W| \leq 2q - 2$, and the subtree of $T$ induced by $V(T) - |V(T^*) - u|$ is the required component of $T - E(T^*)$ containing all of $W - (V(T^*) \cap W)$. \hfill $\Box$

The general case of Lemma 2.4 will be used in section 4. For now, we will only need the case $q = 2$ of Lemma 2.4. In this case, the subtree $T^*$ of $T$ which we obtain contains two vertices $x, y$ of $W$, and $T - E(T^*)$ has a component that contains all of $W - \{x, y\}$. Let $L$ denote the unique $x, y$-path in $T^*$ (and in $T$). By the proof of Lemma 2.4, $T - E(L)$ has a component $F$ that contains all of $W - \{x, y\}$. We will use this fact in the following key lemma on merging patterns realizing $\text{cost}(F_k)$.

LEMMA 2.5. Let $F_k = (D^1, \ldots, D^k)$ be a family of subcubes of $Q_n$, $k \geq 2$.

(a) There are integers $i, j$ with $1 \leq i < j \leq k$, a Steiner tree $T_k$ for $F_k$, a Steiner tree $T_{k-1}$ for $F_k$ (the $i,j$-merge of $F_k$) such that $T_k = T_{k-1} \cup P$, where $P$ is a $(D^i, D^j)$-path of length $\text{dist}(D^i, D^j)$ that goes through a representative of $D^i \land D^j$ in $T_{k-1}$.

(b) There exists a merging pattern $\pi$ for $F_k$ for which $\text{cost}(F_k) = \text{cost}(F_k, \pi)$.

Proof. (b) follows from (a) by iteratively applying (a) to develop such a $\pi$. Concerning (a), let $T$ be a Steiner tree for $F_k$, for each $m$ letting $x_m$ denote the vertex of $T$ representing $D^m$. Let $W$ denote the multiset $\{x_1, \ldots, x_k\}$.

First suppose that $x_i = x_j$ for some $i \neq j$. Then $\text{dist}(D^i, D^j) = 0$ and $D^i \land D^j = D^i \land D^j$. Let $T_{k-1}$ be any Steiner tree for $F_k$ (and let $T_k = T_{k-1}$, and let $P$ be any representative of $D^i \land D^j$ in $T_{k-1}$). All requirements in (a) are then easily satisfied. Thus we assume throughout the rest of the proof that $x_1, \ldots, x_k$ are distinct.

By the remarks after Lemma 2.4, we can find $x_i, x_j \in W$ such that, with $L$ denoting the $x_i, x_j$-path in $T$, the forest $T - E(L)$ has a component $F$ that contains all of $W - \{x_i, x_j\}$. Since $T$ is connected and acyclic, $L$ intersects $F$ in exactly one vertex $w$. Since $L$ goes through $w$, $|E(L)| \geq \text{dist}(w, x_i) + \text{dist}(w, x_j) \geq \text{dist}(w, D^i) + \text{dist}(w, D^j)$. Note that $L$ connects the family $(w, D^i, D^j)$. Next, we describe a connecting subgraph for $(w, D^i, D^j)$ having at most $|E(L)|$ edges.

We let $u$ be a vertex in the subcube $D^i \land D^j$ such that $\text{dist}(w, u) = \text{dist}(w, D^i \land D^j)$. Let $P'$ be a shortest $w, u$-path. By Lemma 2.1, there exists a $(D^i, D^j)$-path $P$ of length $\text{dist}(D^i, D^j)$ that goes through $u$. Now, $P' \cup P$ connects $(w, D^i, D^j)$ and $\text{dist}(w, u) = \text{dist}(w, D^i \land D^j)$. Let $l$ be a coordinate
that contributes to \( dist(D^i, D^j) \). Then \( l \) contributes 1 to \( dist(w, D^i) + dist(w, D^j) \), since \( D_l \) and \( D'_l \) have opposite values and \( w_l \in \{0, 1\} \). Further, \( l \) does not contribute to \( dist(w, D^i \wedge D^j) \) since \( (D^i \wedge D^j)_l = \ast \). Let \( l \) be a coordinate that contributes to \( dist(w, D^i \wedge D^j) \). Then at least one of \( D^i \) and \( D^j \) has opposite value from \( w \) in coordinate \( l \), so \( l \) contributes at least one to \( dist(w, D^i) + dist(w, D^j) \). Thus, \( dist(D^i, D^j) + dist(w, D^i \wedge D^j) \leq dist(w, D^i) + dist(w, D^j) \). This, combined with our earlier arguments, shows that \( |E(P \cup P')| \leq |E(L)| \).

We let \( T_k = F \cup (P \cup P') \), and we show that \( T_k \) is the tree required in part (a). First, we have that \( T_k \) connects \( F_k \) since \( P \cup P' \) connects \( (w, D^i, D^j) \). But \( |E(T_k)| \leq |E(T)| - |E(L)| + |E(P \cup P')| \leq |E(T)| \). Since \( T \) is a Steiner tree for \( F_k \), \( T_k \) must also be a Steiner tree for \( F_k \). As for the required decomposition of \( T_k \), let \( T_{k-1} = F \cup P' \), so that \( T_k = T_{k-1} \cup P \). Since \( F \) connects \( F_k - \{D^i, D^j\} \) and \( u \in D^i \wedge D^j \), we have that \( T_{k-1} \) connects \( F_{k-1} \), the \( i, j \)-merge of \( F_k \). If some tree \( T' \) with fewer edges than \( T_{k-1} \) also connects \( F_{k-1} \), then \( T' \) together with a \( (D^i, D^j) \)-path \( Q \) of length \( dist(D^i, D^j) \) through a representative \( w' \) of \( T' \) in \( D^i \wedge D^j \) would be a connecting subgraph of \( F_k \) with fewer edges than \( T_k \). This contradicts \( T_k \) being a Steiner tree for \( F_k \). So \( T_{k-1} \) must be a Steiner tree for \( F_{k-1} \). \( \square \)

Given a family \( F_k \) of \( k \geq 2 \) subcubes of \( Q_n \), by Proposition 2.3, for any merging pattern \( \pi \), \( cost(F_k, \pi) \) provides an upper bound on \( cost(F_k) \). Furthermore, by Lemma 2.5, there exists a merging pattern \( \pi \) such that \( cost(F_k, \pi) \) is exactly \( cost(F_k) \).

In the next few sections, we derive lower and upper bounds on \( cost(F_k) \) based on these facts.

3. Upper bound on the Steiner cost. By Proposition 2.3, \( cost(F_k) \leq cost(F_k, \pi) \) for any merging pattern \( \pi \) of \( F \). In this section we derive an upper bound for the expectation of \( cost(F_k, \pi) \) over all \( \pi \), thus giving an upper bound for \( cost(F_k) \).

In section 4, we will see that when \( k \) is in a certain range, then with probability approaching 1 as \( n \to \infty \), for almost every such \( F_k \) this upper bound is near optimal.

First, we define the probability space of our random merging patterns. For each positive integer \( k \geq 2 \), let \( \Omega_k \) denote the set of all \( \Pi^n_{t=2}(\frac{1}{k}) \) many \( k \)-merging patterns \( \pi = (a_1, b_1), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2) \), where \( 1 \leq a_t < b_t \leq t \) for each \( t = 2, \ldots, k \). We turn \( \Omega_k \) into a probability space by using the uniform probability distribution \( P_k \) on \( \Omega_k \), letting \( P_k(\pi) = \frac{1}{\Pi^n_{t=2}(\frac{1}{k})} \) for each \( \pi \in \Omega_k \). Equivalently, we may view \( \pi \) as being produced in \( k-1 \) steps by making independent choices for \( (a_t, b_t) \), in the order \( t = k, k - 1, \ldots, 2 \). In particular, \( P((a_t, b_t) = (i, j)) = \frac{1}{(\frac{1}{k})} \) whenever \( 1 \leq i < j \leq t \).

Let \( n \) be a positive integer and \( M \) a \( k \times n \) matrix with entries from \( \{0, 1, \ast\} \). Let \( E_k(M) \) denote \( \mathbb{E}(cost(M, \pi)) \) over \( (\Omega_k, P_k) \), the expected cost of \( M \) relative to a random \( \pi \in \Omega_k \) with uniform probability. Given an event \( A \) in \( (\Omega_k, P_k) \), with slight abuse of notation, we let \( E_k(M | A) \) denote \( \mathbb{E}(cost(M, \pi) | A) \) in \( (\Omega_k, P_k) \), the expectation of \( cost(M, \pi) \) conditioned on \( \pi \in A \). We continue to view a given family \( F_k \) of \( k \) subcubes of \( Q_n \) as a \( k \times n \) matrix over \( \{0, 1, \ast\} \). So \( E_k(F_k) \) is the expected cost of over \( (\Omega_k, P_k) \) of the corresponding matrix.

We turn now to estimating \( E_k(F_k) \). For each \( j \in [n] \), let \( F_{k,j} \) denote the \( j \)th column of \( F_k \); thus \( F_{k,j} \) is a \( k \times 1 \) matrix. By the way we define the merging cost of a matrix relative to a merging pattern, it is easy to see that \( cost(F_k, \pi) = \sum_{j=1}^n cost(F_{k,j}, \pi) \) for each \( \pi \in \Omega_k \). By linearity of expectation, we have \( E_k(F_k) = \sum_{j=1}^n E_k(F_{k,j}) \). We now develop a few useful lemmas on \( E_k(M) \), where \( M \) is a \( k \times 1 \) matrix with entries from \( \{0, 1, \ast\} \). For convenience, for any \( 1 \times 1 \) matrix \( M \) with entries from \( \{0, 1, \ast\} \), define \( E_1(M) = 0 \).
For inductive arguments, it is useful to consider certain \((k-1)\)-merging patterns derived from a given \(k\)-merging pattern \(\pi = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2)\). We let \(\pi' = (a_{k-1}, b_{k-1}), (a_{k-2}, b_{k-2}), \ldots, (a_2, b_2)\) be the \((k-1)\)-merging pattern obtained from \(\pi\) by deleting the first merging pair \((a_k, b_k)\) from \(\pi\). Thus \(\pi\) acts on any \(k \times 1\) matrix \(M\) as above, while \(\pi'\) acts on any such \((k-1) \times 1\) matrix \(M'\), independent of \(M\).

Recall that for each \(1 \leq t \leq k\), \(M(t)\) is the \(t \times 1\) matrix obtained from \(M\) by applying the first \(k-t\) merging pairs \((a_j, b_j), k-t+1 \leq j \leq k\), in succession (i.e., in decreasing \(j\)) to \(M\). There must be an integer \(i\), \(2 \leq i \leq k\), such that the pair \((a_i, b_i)\) satisfies \(b_i = i\). That is, \(a_i, b_i\) merges the last entry of \(M(i)\) with some other entry of \(M(i)\). Such a pair \((a_i, b_i) = (a_i, i)\) is the \((i-1)\)st merging pair from the right in \(\pi\). Let \(i_\pi\) be the maximum such integer \(i\). Thus \((a_{i_\pi}, b_{i_\pi})\) is the first pair in \(\pi\) (reading these pairs from left to right) which merges the original last entry of \(M\) with some other entry in the process of executing \(\pi\). As an example, the \(6\)-merging pattern \(\pi = (4, 5)(2, 4)(3, 4)(1, 3)(1, 2)\) has \(i_\pi = 4\) and \((a_{i_\pi}, b_{i_\pi}) = (3, 4)\). Now we let \(\pi''\) be the merging pattern obtained from \(\pi\) by deleting the pair \((a_{i_\pi}, b_{i_\pi})\) from \(\pi\), so here we have \(\pi'' = (4, 5)(2, 4)(1, 3)(1, 2)\). In general \(\pi''\) is a \((k-1)\)-merging pattern which can be applied to any \((k-1) \times 1\) matrix \(M'\) independent of \(M\). For example, note that the index \(k\) will not appear in a merging pair of \(\pi''\). Suppose to the contrary that a pair of \(\pi''\) contains the index \(k\). Then since every pair of \(\pi''\) is also a pair of \(\pi\), a pair of \(\pi''\) containing index \(k\) would imply that \(i_\pi = k\). Hence that pair would be deleted in obtaining \(\pi''\), a contradiction. So \(k\) could not appear in \(\pi''\).

We note a simple fact used in both this section and section 5, omitting its straightforward proof.

**Proposition 3.1.** Let \(k \geq 2\) be a positive integer. Let \(M, M^*\) be two \(k \times 1\) matrices from \([0, 1, *, \ldots]\). Suppose \(M^*\) is obtained from \(M\) by permuting its rows. Then \(E_k(M^*) = E_k(M)\).

The next lemma will be used in inductive arguments for estimating expectations.

**Lemma 3.2.** Let \(\pi = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2)\) be a \(k\)-merging pattern with \(k \geq 2\), and let \(M\) be a \(k \times 1\) matrix with entries from \([0, 1, *, \ldots]\).

(a) Let \(\pi''\) be (as above) the \((k-1)\)-merging pattern obtained from \(\pi\) by deleting the pair \((a_{i_\pi}, b_{i_\pi})\). Then the map \(f : \Omega_k \to \Omega_{k-1}\) given by \(f(\pi) = \pi''\) is surjective and satisfies \(|f^{-1}(\pi'')| = \binom{k}{2}\) for all \(\pi'' \in \Omega_{k-1}\).

(b) If \(M\) contains a \(*\)-entry, then \(E_k(M) = E_{k-1}(M')\), where \(M'\) is the \((k-1) \times 1\) matrix obtained from \(M\) by deleting that \(*\)-entry.

**Proof.**

(a) For each \(i\), \(2 \leq i \leq k\), there are \(i-1\) possible \(\pi \in f^{-1}(\pi'')\) for which \(i_\pi = i\), these consisting of any \(a_i\) in which \((a_i, b_i) = (a_i, i)\), where \(a_i\) is any integer satisfying \(1 \leq a_i \leq i-1\). Now summing over all \(2 \leq i \leq k\), we get \(|f^{-1}(\pi'')| = \sum_{i=2}^k (i-1) = \binom{k}{2}\), as claimed.

(b) By Proposition 3.1, we may assume without loss of generality that the last entry of \(M\) is \(*\). So we have \(cost_M(i_\pi) = 0\), and the \((a_{i_\pi}, b_{i_\pi})\)-merge of \(M(i_\pi)\) leaves the entry \(a_{i_\pi}\) unchanged. Also, each remaining merging pair in \(\pi\) (acting on \(M\)) merges the same row pair containing the same entry pair as its corresponding merging pair in \(\pi''\) (acting on \(M'\)). It follows that \(cost(M, \pi) = cost(M', \pi'')\) for all \(\pi \in f^{-1}(\pi'')\).
The expectations can now be computed as follows:

\[
\mathbb{E}_k(M) = \frac{1}{\prod_{t=2}^{k} \binom{t}{2}} \sum_{\pi \in \Omega_k} \text{cost}(M, \pi)
\]

\[
= \frac{1}{\prod_{t=2}^{k} \binom{t}{2}} \sum_{\pi'' \in \Omega_{k-1}} \sum_{\pi \in f^{-1}(\pi'')} \text{cost}(M, \pi)
\]

\[
= \frac{1}{\prod_{t=2}^{k} \binom{t}{2}} \sum_{\pi'' \in \Omega_{k-1}} \binom{k}{2} \text{cost}(M', \pi'')
\]

\[
= \frac{1}{\prod_{t=2}^{k-1} \binom{t}{2}} \sum_{\pi'' \in \Omega_{k-1}} \text{cost}(M', \pi'') = \mathbb{E}_{k-1}(M'). \quad \square
\]

The sequence \( e_k = \frac{1}{k} + \frac{1}{4}(1 - (-\frac{1}{2})^k) \) plays an important role in our subsequent arguments. We mention without proof some properties of this sequence in the following lemma.

**Lemma 3.3.** The sequence \( e_k = \frac{1}{k} + \frac{1}{4}(1 - (-\frac{1}{2})^k) \) is the solution to the recurrence

\( e_k = \frac{1}{4}(e_{k-1} + e_{k-2} + 1) \)

with initial conditions \( e_0 = 0, e_1 = 1 \). Further, it satisfies

\( e_{k-1} \leq e_k \leq e_{k-1} + 1 \)

and

\( e_k + \frac{\ln k}{2} \leq e_{k-1} + \frac{\ln(k-1)}{2} + 1 \) for each integer \( k \geq 2 \).

The next lemma proves that for a \( k \times 1 \) matrix \( M \), the expected cost over all merging patterns \( \mathbb{E}_k(M) \) is asymptotically \( e_k \approx \frac{1}{4}k \). We first give some intuition as to why this should be so, though the reader may choose to go directly to that lemma for the precise statement and proof. Now, intuition suggests that \( \mathbb{E}_k(M) \) is maximized when \( M \) has an equal number (up to a difference of 1) of 0’s and 1’s and no *’s. In this case, the first merging step will either merge two opposite entries, i.e., one of them 0 and the other 1 (call this Case 1) with probability roughly \( \frac{1}{2} + o(1) \), or merge two equal entries, both 0 or both 1 (call this Case 2), also with probability roughly \( \frac{1}{2} + o(1) \). In Case 1 a cost of 1 is incurred, and by Lemma 3.2 the * arising from the merge can be deleted without affecting the expected cost. So here we incur a cost of 1 and reduce the number of entries by 2. In Case 2 we incur a cost of 0 and reduce the number of entries by 1. So we reduce the number of entries in \( M \) by an average of \( \frac{3}{2} \) and incur an average cost of \( \frac{1}{2} \cdot 0 + \frac{1}{2} \cdot 1 = \frac{1}{2} \). Then we define a step to be either a Case 1 merge followed by deleting a *, or a Case 2 merge alone. Since the average cost per step is upper bounded when a given step begins with a balanced number of 0’s and 1’s, we might guess that \( \mathbb{E}_k(M) \) is upper bounded by the sum of average costs of a succession of such steps. With this assumption it takes an average of \( \frac{3}{2}k \) steps to complete the merging pattern since we reduce the number of entries by an average of \( \frac{3}{2} \) per step. So the total average cost is roughly \( \frac{1}{2} \cdot \frac{3}{2}k = \frac{3}{4}k \). Of course multiplying these two averages to get the total expected cost is not in general valid, but these ideas can still be formed into a proof in the following lemma.

**Lemma 3.4.** Let \( k \geq 2 \) be a positive integer and \( M \) a \( k \times 1 \) matrix with entries from \( \{0, 1, *\} \). Then \( \mathbb{E}_k(M) \leq e_k + \frac{\ln k}{2} \), where \( e_k \) is defined in Lemma 3.3.

**Proof.** We use induction on \( k \). When \( k = 2 \), we need to prove \( \mathbb{E}_2(M) \leq e_2 + \frac{\ln 2}{2} = 1 + \frac{\ln 2}{2} \), which holds trivially. Assume that \( k \geq 3 \) and that the claim holds for values smaller than \( k \). Let \( \pi = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2) \) be a random merging pattern from \( (\Omega_k, P_k) \). Let \( \pi' \) be the subpattern \( (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2) \). Suppose \( M \) has \( s \) many 1’s and \( t \) many 0’s. Then \( s + t = k \) and \( st = s(k - s) \leq \frac{k^2}{4} \). Let \( M' = M(k - 1) \) denote the \( (a_k, b_k) \)-merge of \( M \).

Let \( B \) be the event that the first step \( (a_k, b_k) \) of \( \pi \) merges a 1 with a 0. We have
\( \mathbb{P}(B) = \text{st}/(k)_2 \leq \frac{k^2/4}{k(k-1)/2} = \frac{1}{2} + \frac{1}{2(k-1)}. \) Consider \( \mathbb{E}_k(M|B) \). Given \( B \), the first merge has a cost of 1, and \( M' \) contains a * that results from the merge. Let \( M'' \) be obtained from \( M' \) by deleting that *-entry. By Lemma 3.2 and the induction hypothesis we have

\[
\mathbb{E}_k(M|B) = 1 + \mathbb{E}_{k-1}(M') = 1 + \mathbb{E}_{k-2}(M'') \leq 1 + e_{k-2} + \frac{\ln(k-2)}{2}.
\]

Given \( \overline{B} \), the first step has 0 cost. Each element of \( \Omega_{k-1} \) is equally likely for \( \pi' \). Thus,

\[
\mathbb{E}_k(M|\overline{B}) = \mathbb{E}_{k-1}(M') \leq e_{k-1} + \frac{\ln(k-1)}{2}.
\]

Hence

\[
\mathbb{E}_k(M) = \mathbb{P}(B) \cdot \mathbb{E}_k(M|B) + \mathbb{P}(\overline{B}) \cdot \mathbb{E}_k(M|\overline{B}) \\
\leq \mathbb{P}(B) \left[ 1 + e_{k-2} + \frac{1}{2} \ln(k-2) \right] + \mathbb{P}(\overline{B}) \left[ e_{k-1} + \frac{1}{2} \ln(k-1) \right].
\]

By Lemma 3.3, in the last expression above, the coefficient of \( \mathbb{P}(B) \) is at least as large as the coefficient of \( \mathbb{P}(\overline{B}) = 1 - \mathbb{P}(B) \). So the expression is increasing in \( \mathbb{P}(B) \). Since \( \mathbb{P}(B) \leq \frac{1}{2} + \frac{1}{2(k-1)} \), we have

\[
\mathbb{E}_k(M) \leq \left( \frac{1}{2} + \frac{1}{2(k-1)} \right) \left[ 1 + e_{k-2} + \frac{1}{2} \ln(k-2) \right] \\
+ \left( \frac{1}{2} - \frac{1}{2(k-1)} \right) \left[ e_{k-1} + \frac{1}{2} \ln(k-1) \right] \\
\leq \frac{1}{2} \left[ 1 + e_{k-2} + e_{k-1} + \frac{1}{2} \ln(k-2) + \frac{1}{2} \ln(k-1) \right] \\
+ \frac{1}{2(k-1)} \text{ (using } e_{k-2} \leq d_{k-1}) \\
= e_k + \frac{1}{2} \left[ \frac{1}{2} \ln(k-2) + \frac{1}{2} \ln(k-1) + \frac{1}{k-1} \right] \leq e_k + \frac{1}{2} \ln k.
\]

To see why the last inequality holds, note that \( \ln(1-x) < -x \) for \( |x| < 1 \). So
\[
\frac{1}{2} \ln(k-2) + \frac{1}{2} \ln(k-1) = \ln k + \frac{1}{2} \ln(1 - \frac{2}{k}) + \frac{1}{2} \ln(1 - \frac{1}{k}) \leq \ln k + \frac{1}{2} (-\frac{2}{k} - \frac{1}{k}) = \ln k - \frac{3}{2k} \leq \ln k - \frac{1}{k-1} \text{ for } k \geq 3.
\]
This completes the proof.

Now, we are ready to give our general upper bound on \( \text{cost}(\mathcal{F}_k) \).

**Theorem 3.5.** Let \( n, k \geq 2 \) be integers. Let \( \mathcal{F}_k \) be a family of \( k \) subcubes in \( Q_n \). Then \( \text{cost}(\mathcal{F}_k) \leq (e_k + \frac{\ln k}{2})n < (\frac{4}{3}k + 1 + \frac{1}{2} \ln k)n \).

**Proof.** View \( \mathcal{F}_k \) as a \( k \times n \) matrix with rows representing members of \( \mathcal{F}_k \). For each \( j \in [n] \), let \( \mathcal{F}_j \) denote the \( j \)th column. Over all merging patterns \( \pi \) in \( (\Omega_k, \mathbb{P}_k) \), we have \( \mathbb{E}_k(\mathcal{F}_j) = \sum_{j=1}^{n} \mathbb{E}_k(\mathcal{F}_k') \). Applying Lemma 3.4 to each \( \mathbb{E}_k(\mathcal{F}_j) \), we get \( \mathbb{E}_k(\mathcal{F}_j) \leq (e_k + \frac{\ln k}{2})n \). Hence, in particular, there exists a merging pattern \( \pi \) such that \( \text{cost}(\mathcal{F}_j, \pi) \leq (e_k + \frac{\ln k}{2})n \). By Proposition 2.3, \( \text{cost}(\mathcal{F}_j, \pi) \leq \text{cost}(\mathcal{F}_j, \pi) \) and the theorem follows.

Theorem 3.5 immediately yields the following.

**Corollary 3.6.** Let \( n, k \geq 2 \) be integers. Let \( S \) be a set of \( k \) vertices in \( Q_n \). Then \( \text{cost}(S) \leq (e_k + \frac{\ln k}{2})n < (\frac{4}{3}k + 1 + \frac{1}{2} \ln k)n \).
4. Lower bound and a result on the random family. Consider any small \( \epsilon > 0 \). In this section, we show that if one randomly and independently selects (with repetition allowed) a multiset \( S \) of \( k \) points in \( Q_n \) and \( k \) is of moderate size as a function of \( n \), then almost always \( \text{cost}(S) \) is at least \( \frac{1}{3} - \epsilon \) \( kn \). Combining this with our previous upper bounds, this shows \( \text{cost}(S)/kn \) is approximately \( \frac{1}{3} \) for such \( k \) and \( n \). To establish this fact, we need the following notion.

**Definition 4.1.** Let \( r \) be a positive integer and \( A \) an \( r \times n \) \((0,1)\)-matrix. For each \( 0,1 \)-vector \( \mathbf{c} \) of length \( r \), let \( N_{\mathbf{c}}(A) \) denote the number of columns of \( A \) that match \( \mathbf{c} \). Given a small \( \epsilon > 0 \), we say that \( A \) is \( \epsilon \)-good if for each \( 0,1 \)-vector \( \mathbf{c} \) of length \( r \), \( |N_{\mathbf{c}}(A) - \frac{r}{2}p| \leq \epsilon \frac{r}{2}p \). A set \( S \) of \( r \) distinct vertices in \( Q_n \) is \( \epsilon \)-good if the \( r \times n \) matrix whose rows are the \((0,1)\)-strings corresponding to the vertices of \( S \) (in any order) is \( \epsilon \)-good. We note here that if an \( r \times n \) binary matrix \( A \) is \( \epsilon \)-good, then its rows must be distinct. If not, consider two rows of \( A \) which are the same. If \( \mathbf{c} \) is an \( r \times 1 \) binary column vector having opposite values in these two rows, then since any column of \( A \) has identical values in these two rows, it follows that \( \mathbf{c} \) cannot appear as a column of \( A \). Thus \( N_{\mathbf{c}}(A) = 0 \), which violates the inequality defining \( \epsilon \)-good for \( \epsilon < 1 \). So any \( \epsilon \)-good binary matrix must have distinct rows.

A \( k \times n \) matrix \( M \) with \( k \geq q \) is called \((q, \epsilon)\)-uniform if every \( r \times n \) submatrix of \( M \) is \( \epsilon \)-good for each \( r \in [q, 2q - 2] \). The rows of such a matrix must also be distinct, since any two of them are contained in an \( \epsilon \)-good submatrix on \( q \) rows, so these two rows are distinct by the discussion above. A family \( S \) of \( k \) vertices in \( Q_n \) is \((q, \epsilon)\)-uniform if the \( k \times n \) matrix with vertices of \( S \) as row vectors (in any order) is \((q, \epsilon)\)-uniform. In particular the vertices of such a family are distinct.

Consider a large \( n \) and suitably chosen values of \( k \) and \( q \). We now show that when a set \( S \) of \( k \) vertices is selected randomly and independently with repetition allowed from \( V(Q_n) \), this multiset will almost always be \((q, \epsilon)\)-uniform. Note that if a set \( S \) resulting from this selection is \((q, \epsilon)\)-uniform, then the vertices of \( S \) are actually distinct as just observed. We need the well-known Chernoff bound, using the simplified version given in [22].

**Lemma 4.2 (the Chernoff inequality).** Let \( X_i \) be independent, identically distributed random variables, where \( X_i = 1 \) with probability \( p \) and \( X_i = 0 \) with probability \( 1 - p \). Consider the random variable \( X = \sum_{i=1}^{n} X_i \). Then whenever \( 0 \leq t \leq np \),

\[
\Pr(|X - np| > t) < 2e^{-\frac{t^2}{np}}.
\]

For simplicity of presentation, our estimates are sometimes quite rough.

**Theorem 4.3.** Let \( q, k \), and \( n \) be positive integers, and let \( \epsilon > 0 \) be given. Let \( B = e^{\frac{q^2}{2}e^{2\epsilon q}} \) and \( \alpha = \frac{1}{2}q^{1-\frac{1}{2\epsilon}} \). If \( k < \alpha B^n \), then there exists a \((q, \epsilon)\)-uniform family \( S \) of \( k \) vertices of \( Q_n \). If \( k/(\alpha B^n) \to 0 \), then as \( n \to \infty \) almost always a family \( S \) of \( k \) vertices randomly and independently selected with repetition allowed from \( V(Q_n) \) is \((q, \epsilon)\)-uniform.

**Proof.** Randomly and independently select (with repetition allowed) a set \( S \) of \( k \) vertices from \( Q_n \). Let \( M \) be the associated \( k \times n \) matrix with vertices of \( S \) forming the row vectors. We may think of \( M \) as being generated by independently assigning a 0 or 1 to each entry with probability \( \frac{1}{2} \). Now, fix an integer \( r \), with \( q \leq r \leq 2q - 2 \) and an \( r \times n \) submatrix \( A \) of \( M \). For each \( j \in [n] \), let \( a_j \) denote the \( j \)th column of \( A \). Fix a vector \( \mathbf{c} \in \{0,1\}^r \). For each \( j \in [n] \), let \( X_j^\mathbf{c} \) be 1 if \( a_j = \mathbf{c} \), and let \( X_j^\mathbf{c} = 0 \) otherwise. Then \( N_{\mathbf{c}}(A) = \sum_{j=1}^{n} X_j^\mathbf{c} \). Now \( X_1^\mathbf{c}, \ldots, X_n^\mathbf{c} \) are independent, identically distributed random variables, where \( X_j^\mathbf{c} = 1 \) with probability \( \frac{1}{2} \) and \( X_j^\mathbf{c} = 0 \) with probability
$1 - \frac{1}{2^r}$. Applying the Chernoff inequality with $p = \frac{1}{2^r}$ and $t = \epsilon \frac{2^r}{n}$, we have

$$
P\left(\left|N_e(A) - \frac{n}{2^r}\right| > \epsilon \frac{n}{2^r}\right) \leq 2e^{-\frac{\epsilon^2 n}{2}}.
$$

Let $Z_A$ denote the event that there exists some vector $c \in \{0, 1\}^r$ in $A$ such that $|N_e(A) - \frac{n}{2^r}| > \epsilon \frac{n}{2^r}$. Then since there are $2^r$ choices for $c$, by (1) we have $\mathbb{P}(Z_A) \leq 2^r \cdot 2e^{-\frac{\epsilon^2 n}{2}}$. Let $Z = \bigcup A Z_A$, where the union is taken over all $r \times n$ submatrices $A$ of $M$, $q \leq r \leq 2q - 2$. Note that $\mathbb{P}(Z)$ is exactly the event that $M$ is $(q, \epsilon)$-uniform. Since for each $r \in [q, 2q - 2]$, there are $\binom{k}{r}$ many $r \times n$ submatrices, we have

$$
\mathbb{P}(Z) \leq \sum_{r=q}^{2q-2} \binom{k}{r} 2^{r+1} e^{-\frac{\epsilon^2 r}{2}} < q \binom{k}{2q} 2^{2q} e^{-\frac{\epsilon^2 2q}{2}} < q \left(\frac{ke}{q}\right)^{2q} e^{-\frac{\epsilon^2 2q}{2}}.
$$

If $k < \alpha B^n = \frac{1}{4} n^{-1} \cdot 4 e^{2^r n^{-1} 4}$, then the last quantity in (2) is less than 1 and

$$
\mathbb{P}(M \text{ is } (q, \epsilon)-\text{uniform}) = \mathbb{P}(\overline{Z}) > 0.
$$

If $k/(\alpha B^n) \to 0$ as $n \to \infty$, then

$$
\mathbb{P}(M \text{ is } (q, \epsilon)-\text{uniform}) = \mathbb{P}(\overline{Z}) \to 1
$$

as $n \to \infty$. In the former case, we can conclude that there exists at least one family $S$ of $k$ vertices that is $(q, \epsilon)$-uniform. In the latter case, we conclude that almost always a family of $k$ vertices is $(q, \epsilon)$-uniform.

**Lemma 4.4.** Consider an integer $q \geq 2$, a tree $T$, and $S \subseteq V(T)$. Then there exists a collection of edge-disjoint subtrees $T_0, T_1, \ldots, T_e$ of $T$ such that $S \subseteq \bigcup_{i=0}^{e} V(T_i)$, $|V(T_0) \cap S| \leq q - 1$, and $q \leq |V(T_i) \cap S| \leq 2q - 2$ for each $i \in [e]$.

**Proof.** The claim holds trivially if $|S| \leq q - 1$. So we assume that $|S| \geq q$. By Lemma 2.4, $T$ has a subtree $T_1$ such that $q \leq |T_1 \cap S| \leq 2q - 2$ and that $T - E(T_1)$ has a component $T'$ that contains all of $S \cap (T_1 \cap S)$. We repeat the argument with $T$ being replaced by $T'$ and $S$ being replaced by $S - (V(T_1) \cap S)$ to find a subtree $T_2$. Continue the process until the remaining nontrivial component has fewer than $q$ vertices of $S$. Denote this final remaining nontrivial component by $T_0$.

For each $I \subseteq [k]$, let $S(I, k)$ denote the set of all $k \times 1 (0, 1, *)$-matrices $M$, where the $i$th row $M_i$ of $M$ satisfies $M_i \in \{0, 1\}$ for all $i \in I$ and $M_i = *$ for all $i \in [k] \setminus I$. Note that $|S(I, k)| = 2^{|I|}$. Let $\{d_k\}_{k=0}^{\infty}$ be a sequence defined by letting $d_0 = d_1 = 0$ and letting $d_k = \frac{1}{2}d_{k-1} + \frac{1}{2}(1 + d_{k-2})$ for all $k \geq 2$. (Note that the sequences $\{d_k\}$ and $\{e_k\}$ obey the same recurrence but have different initial conditions.) Using the particular solution $\frac{t}{2}$ to the recurrence, and the characteristic roots $1$ and $-\frac{1}{2}$ to the corresponding homogeneous recurrence $d_k = \frac{1}{2}d_{k-1} + \frac{1}{2}d_{k-2}$, one can show that $d_k = \frac{1}{2} t \left(1 + \frac{\sqrt{5}}{2}\right)^k$. The following lemma shows that the average merging cost of a fixed $k$-merge pattern $\pi$ relative to $M$ over all $k \times 1 (0, 1, *)$-matrices $M \in S(I, k)$ depends only on $|I|$ and is in fact equal to $d_{|I|}$.

**Lemma 4.5.** Let $k \geq 2$ be an integer. Let $\pi$ be a $k$-merging pattern. Let $I \subseteq [k]$, and let $m = |I|$. We have $\frac{1}{2m} \sum_{M \in S(I, k)} \text{cost}(M, \pi) = d_m = \frac{m}{2} + \frac{1}{8} [1 + (-\frac{1}{2})^m]$.

**Proof.** We use induction on $k$. For the basis step, let $k = 2$. If $m = 0$ or 1, then each $M \in S(I, 2)$ has only at most one entry that is not a $*$. We have $\text{cost}(M, \pi) = 0$
for each $M \in S(I, 2)$. Thus their average is $0 = d_m$. If $m = 2$, then $S(I, 2)$ consists of all $2 \times 1 (0,1)$-matrices, and the average of $\text{cost}(M, \pi)$ over all such $M$ is $\frac{1}{2} = d_2$.

This completes the basis step.

For the induction step, let $k \geq 3$ and suppose the claim has been verified for smaller values of $k$. Suppose $\pi = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2)$. Let $\pi' = (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2)$. We consider two cases.

Case 1. $a_k, b_k \in I$.

In this case, for $2^{m-1}$ of the $M$’s, we have $M_{a_k} = M_{b_k}$, and the resulting set of $a_k, b_k$-merges of these $M$’s, each denoted by $M'$, is exactly the set $S(I', k - 1)$, where $I' = I \setminus \{b_k\}$. The average of $\text{cost}(M', \pi')$ over all such $M'$ is $d_{m-1}$ by the induction hypothesis. Since the $a_k, b_k$-merge itself has 0 cost in this case, the average of $\text{cost}(M, \pi)$ over such $M$ is $d_{m-1}$.

For the other $2^{m-1}$ of the $M$’s, $\{M_{a_k}, M_{b_k}\} = \{0, 1\}$, and the resulting $a_k, b_k$-merges of these $M$ constitute the set $S(I'', k - 1)$, where $I'' = I \setminus \{a_k, b_k\}$. By the induction hypothesis, the average of $\text{cost}(M', \pi')$ over all these $M'$ is $d_{m-2}$. Since the cost of first step of $\pi$ is 1, the average of $\text{cost}(M, \pi)$ over all such $M$ is $1 + d_{m-2}$.

Combining considerations of these two types of members described above, we see that $\sum_{M \in S(I, k)} \text{cost}(M, \pi) = \frac{1}{2}d_{m-1} + \frac{1}{2}(1 + d_{m-2}) = d_m$.

Case 2. Either $a_k \notin I$ or $b_k \notin I$.

In this case, the merging cost of the first step of $\pi$ is 0. Furthermore, the resulting $a_k, b_k$-merge $M'$ of $M$ over all $M \in S(I, k)$ forms the set $S(I', k - 1)$, where $I' = I$ if $b_k \notin I$ and $I' = (I \setminus \{b_k\}) \cup \{a_k\}$ if $a_k \notin I, b_k \in I$. By the induction hypothesis, the average of $\text{cost}(M', \pi')$ over all such $M'$ is $d_m$, and so the average of $\text{cost}(M, \pi)$ over all such $M$ is $d_m$.

This completes the induction step and the proof.

Applying Lemma 4.5 to $A_r = S([r], r)$, the set of all $r \times 1 (0,1)$-matrices, we get the following corollary.

**Corollary 4.6.** Let $r \geq 2$ be an integer. Let $\pi$ be an $r$-merging pattern. Let $A_r$ be the family of all $r \times 1 (0,1)$-matrices. Then $\frac{1}{2^r} \sum_{A \in A_r} \text{cost}(A, \pi) = d_r = \frac{r}{3} + \frac{2}{3}[(-1 + (-\frac{1}{2})^r)]$.

We now use the sequence $d_r$ to show that every $\epsilon$-good family of vertices has high cost.

**Lemma 4.7.** Let $\epsilon$ be small and positive. Let $r, n$ be positive integers where $r \geq \frac{1}{3} - \frac{1}{6}$. Let $S$ be an $\epsilon$-good family of $r$ distinct vertices in $Q_n$. Then $\text{cost}(S) \geq (\frac{r}{3} - \epsilon)n r$.

**Proof.** Viewing $S$ as an $r \times n$ matrix $A$, by Lemma 2.3 there exists an $r$-merging pattern $\pi$ such that $\text{cost}(S) = \text{cost}(A, \pi)$. Again let $A_r$ denote the set of all $r \times 1 (0,1)$-matrices. For each $c \in A_r$, recall that $N_c(A)$ is the number of columns of $A$ that match $c$. Since $S$ is $\epsilon$-good, we have $N_c(A) \geq (1 - \epsilon)\frac{n}{2^r}$ for each of these $2^r$ vectors $c$. Applying Corollary 4.6 we have

$$\text{cost}(A, \pi) = \sum_{c \in A_r} N_c(A) \text{cost}(c, \pi) \geq \sum_{c \in A_r} n\left(1 - \epsilon\right)\text{cost}(c, \pi) = \frac{n}{2^r}(1 - \epsilon) \sum_{c \in A_r} \text{cost}(c, \pi) = n(1 - \epsilon) d_r.$$ 

Applying the formula for $d_r$, it suffices to show that under our assumptions on $r$ and $\epsilon$, we have

$$(1 - \epsilon) \left(1 - \frac{2}{3^r} + \frac{2}{3^r} \left(\frac{1}{2}\right)^r\right) \geq 1 - 3\epsilon.$$
Some manipulation shows that this is equivalent to \( \frac{1}{\sqrt{n}} (1 - \left(\frac{1}{\sqrt{9}}\right)^r) \leq \frac{1}{\sqrt{3n}}. \) Since \( 1 - \left(\frac{1}{\sqrt{9}}\right)^r \leq \frac{1}{r} \) for positive integers \( r, \) it then suffices to take \( r \geq \frac{1}{\sqrt{n}} - \frac{1}{3}. \)

**Theorem 4.8.** Let \( \epsilon \) be small and positive. Let \( q = \lceil \frac{1}{\epsilon} \rceil + 1. \) Let constants \( \alpha \) and \( B \) (depending on \( \epsilon \) and \( q \)) be as in Lemma 4.3. For all \( k \) satisfying \( q^2 < k < \alpha B^n \) there is a family \( S \) of \( k \) vertices in \( Q_n \) with cost \( S \geq (\frac{1}{2} - \epsilon)nk. \) Furthermore, if \( k = o(\alpha B^n) \) (as a function of \( n \)), then as \( n \to \infty \) almost always a family \( S \) of \( k \) vertices in \( Q_n \) randomly and independently selected with repetition allowed satisfies cost \( S \geq (\frac{1}{2} - \epsilon)nk. \)

**Proof.** By Lemma 4.3 there exists a family \( S \) of \( k \) vertices in \( Q_n \) that is \( (q, \epsilon) \)-uniform. Furthermore, if \( k = o(\alpha B^n) \), then as \( n \to \infty \), almost always a random family \( S \) of \( k \) vertices in \( Q_n \) randomly and independently selected with repetition allowed is \( (q, \epsilon) \)-uniform.

Let \( T \) be a Steiner tree for such a set \( S \) of vertices in \( Q_n \), so that \( |E(T)| = \text{cost}(S) \). By Lemma 4.4 we can find edge disjoint subtrees \( T_0, T_1, \ldots, T_r \) of \( T \) such that \( S \subseteq \bigcup_{i=0}^r V(T_i) \), \( |V(T_0) \cap S| \leq q - 1 \), and \( q \leq |V(T_i) \cap S| \leq 2q - 2 \) for \( 1 \leq i \leq r \). Let \( S_i = V(T_i) \cap S \). Since \( S \) is \( (q, \epsilon) \)-uniform, \( S_i \) is \( \epsilon \)-good. Since \( |S_i| \geq q > \frac{1}{2} \), by Lemma 4.7, we have \( \text{cost}(S_i) \geq \left(\frac{1}{2} - \frac{1}{9}\right)n|S_i| \) for \( 1 \leq i \leq r \). For each \( i \), since \( T_i \) connects \( S_i \), \( |E(T_i)| \geq \text{cost}(S_i) \). Hence, letting \( r_0 = |V(T_0) \cap S| \), we have

\[
\text{cost}(S) = |E(T)| \geq \sum_{i=0}^r |E(T_i)| \geq \sum_{i=1}^r \text{cost}(S_i) \geq \left(\frac{1}{3} - \frac{\epsilon}{2}\right)(k - r_0)n.
\]

So it remains to show that \( \left(\frac{1}{3} - \frac{\epsilon}{2}\right)(k - r_0)n \geq (\frac{1}{2} - \epsilon)kn \), and this is equivalent to \( \frac{1}{3}k \geq (\frac{1}{3} - \frac{\epsilon}{2})r_0. \) So it suffices to prove \( \frac{1}{3}k \geq \frac{1}{3}r_0. \) But since \( q > \frac{k}{2} \) and \( k > q^2 \) we have \( \frac{1}{3}k \geq \frac{1}{3}q \geq \frac{1}{3}r_0, \) where the last inequality follows from \( r_0 \leq q - 1 < \frac{2}{3}q. \)

To close this section, we note that when \( k \) is a fixed constant, we have the following even tighter estimate:

**Theorem 4.9.** Let \( n, k \) be positive integers. When \( k \) is fixed and \( n \to \infty \), almost always a family \( S \) of \( k \) vertices in \( Q_n \) randomly and independently selected with repetition allowed satisfies

\[
\left[ \frac{k}{3} + \frac{2}{9} \left( -1 + \left(\frac{1}{2}\right)^k \right) \right] n - \sqrt{n \ln n} \leq \text{cost}(S) \leq \left[ \frac{k}{3} + \frac{2}{9} \left( -1 + \left(\frac{1}{2}\right)^k \right) \right] n + \sqrt{n \ln n}.
\]

**Proof.** Randomly and independently select a set \( S \) of \( k \) points from \( Q_n \) with repetition allowed. As discussed earlier in the section, the corresponding \( k \times n \) \((0,1)\)-matrix whose rows are the strings representing the points of \( S \) can be viewed as generated by taking a random \( k \times n \) \((0,1)\)-matrix \( A \), where each entry is assigned a 0 or a 1 independently with probability \( \frac{1}{2} \). For each \( c \in \{0,1\}^k \), let \( N_e(A) \) denote the number of columns of \( A \) that match \( c \). As in the proof of Theorem 4.3, by the Chernoff inequality, for each \( c \) we have

\[
\mathbb{P} \left( \left| N_e(A) - \frac{n}{2^k} \right| > \sqrt{n} \cdot (\ln n)^{1/3} \right) \leq 2e^{-\frac{\lambda^2}{2}(\ln n)^{2/3}}.
\]

So, the probability that there exist \( c \in \{0,1\}^k \), \( \left| N_e(A) - \frac{n}{2^k} \right| > \sqrt{n} \cdot (\ln n)^{1/3} \) is at most \( 2^k \cdot 2e^{-\frac{\lambda^2}{2}(\ln n)^{2/3}} \), which tends to 0 as \( n \to \infty \) for fixed \( k \). So, almost always the matrix \( A \) associated with \( S \) satisfies that \( \left| N_e(A) - \frac{n}{2^k} \right| \leq \sqrt{n} \cdot (\ln n)^{1/3} \) for each \( c \in \{0,1\}^k \). Consider any such \( S \). By Lemma 2.3 there exists a \( k \)-merging pattern \( \pi \) such that \( \text{cost}(S) = \text{cost}(A, \pi) \). Let \( A_1, \ldots, A_n \) denote the columns of \( A \). We have
cost(A, π) = \sum_{i=1}^{n} cost(A_i, \pi). Since, for each \( c \in \{0, 1\}^k \), the number of columns of \( A \) that match \( c \) is between \( \frac{n}{2^k} - \sqrt{n \ln n}^{1/3} \) and \( \frac{n}{2^k} + \sqrt{n \ln n}^{1/3} \), we have

\[
\sum_{c \in \{0, 1\}^k} \text{cost}(c, \pi) \left( \frac{n}{2^k} - \sqrt{n \ln n}^{1/3} \right) \\
\leq \text{cost}(A, \pi) \leq \sum_{c \in \{0, 1\}^k} \text{cost}(c, \pi) \left( \frac{n}{2^k} + \sqrt{n \ln n}^{1/3} \right).
\]

By Corollary 4.6, \( \sum_{c \in \{0, 1\}^k} (\text{cost}(c, \pi) \cdot \frac{n}{2^k}) = \frac{1}{2} (\frac{2}{3} + \frac{2}{9}(-1 + (-\frac{1}{2})^k)) n. \) Also, note that \( \sum_{c \in \{0, 1\}^k} \text{cost}(c, \pi) \leq k2^k \) and hence \( \sum_{c \in \{0, 1\}^k} (\text{cost}(c, \pi) \cdot \sqrt{n \ln n}^{1/3}) \leq k2^k \cdot \sqrt{n \ln n}^{1/3} \leq \sqrt{n \ln n} \) for large \( n \). This yields

\[
\left\lceil \frac{k}{3} + \frac{2}{9} \left(-1 + \left(-\frac{1}{2}\right)^k\right) \right\rceil n - \sqrt{n \ln n} \\
\leq \text{cost}(S) \leq \left\lceil \frac{k}{3} + \frac{2}{9} \left(-1 + \left(-\frac{1}{2}\right)^k\right) \right\rceil n + \sqrt{n \ln n}. \]

**Remark 4.10.** In Theorem 4.9, we let \( k \) be a constant. Naturally, at the cost of a larger error term, we may relax the condition on \( k \) as far as the Chernoff inequality allows, as we did earlier in the section. Theorem 4.9 is interesting in its own right, since it tells us that for fixed \( k \) and \( n \to \infty \), the value of \( \text{cost}(S) \) is almost surely \( \left[ \frac{2}{3} + \frac{2}{9}(-1 + (-\frac{1}{2})^k) \right] n + o(n) \). For example, if one randomly selects a set \( S \) of 3, 4, or 5 vertices in \( Q_n \), then \( \text{cost}(S) \) is almost surely \( \frac{2}{3} n + o(n) \), \( \frac{2}{9} n + o(n) \), or \( \frac{23}{18} n + o(n) \), respectively. This can be compared to the exact values of the maximum of \( \text{cost}(S) \) (see [20]), which for \( k = 3, 4 \), or 5 vertices are \( n_1 \left[ \frac{5}{3} n \right] \), or \( 2n - \left[ \frac{n}{10} \right] - \left[ \frac{n-4}{10} \right] \), respectively.

While there is a gap in the coefficient of \( n \) between the almost sure value and the exact maximum for these small values of \( k \), this gap disappears as \( k \to \infty \).

5. **A high concentration result on merging patterns.** In this section we prove that the cost function relative to a random merging pattern is highly concentrated around its expected value. Recall that for each \( k \geq 2 \), we let \( \Omega_k \) be the set of all \( \prod_{i=2}^{k} \left( \frac{1}{i} \right) \) many \( k \)-merging patterns \( \pi = (a_k, b_k), \ldots, (a_2, b_2) \). We define \( \mathbb{P}_k \) to be the uniform probability distribution on \( \Omega_k \). Given a fixed \( k \times n \) matrix \( M \) with entries from \{0, 1, *\}, as in section 3, we continue to let \( E_k(M) \) denote the expected value of \( \text{cost}(M, \pi) \) over all \( \pi \in (\Omega_k, \mathbb{P}_k) \), and for an event \( A \) in \( (\Omega_k, \mathbb{P}_k) \), we continue with the notation \( E_k(M|A) \) for the conditional expectation \( E(\text{cost}(M, \pi)|A) \). The following lemma is related to Lemma 3.2.

**Lemma 5.1.** Let \( k \geq 2 \) be an integer. Let \( M \) be a \( k \times 1 \) matrix with entries from \{0, 1, *\}. Let \( M' \) be the \((k-1) \times 1\) matrix obtained from \( M \) by deleting some entry from \( M \). Then \( \mathbb{E}_{k-1}(M') \leq \mathbb{E}_k(M) \leq \mathbb{E}_{k-1}(M') + 1 \).

**Proof.** We use induction on \( k \). The claim is trivial when \( k = 2 \). Let \( k \geq 3 \). If \( M \) contains a *, then we can use Lemma 3.2 to eliminate a * from each of \( M \) and \( M' \) and apply the induction hypothesis to the shortened \( M \) and \( M' \). Hence we may assume that \( M \) and \( M' \) contain no *.

By Proposition 3.1, we may assume that the entry \( w \) of row \( k \) is deleted. Let \( \pi = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2) \) be a random \( k \)-merging pattern. Let \( A \) denote the event that the first step \((a_k, b_k)\) does not involve row \( k \) (i.e., \( k \neq b_k \)), so \( \overline{A} \) is the event that \((a_k, b_k)\) involves row \( k \) (i.e., \( k = b_k \)). First, consider \( E_k(M|A) \). For each
In other words, $X$ be the martingale defined as above for $E_i = 0$ and $M_i$ denote the $i$th row of $M$ (resp., $M'$). We have

\[
\mathbb{E}_k(M|A) = \sum_{1 \leq i < j \leq k-1} \left( \mathbb{E} \left( \frac{1}{k-2} \cdot \operatorname{dist}(M_i, M_j) + \mathbb{E}_{k-1}(M^{(ij)}) \right) \right).
\]

For all $1 \leq i < j \leq k-1$, we have $\operatorname{dist}(M_i, M_j) = \mathbb{E}_{k-1}(M^{(ij)})$, and by the induction hypothesis, $\mathbb{E}_{k-2}((M^{(ij)})') \leq \mathbb{E}_{k-1}(M^{(ij)}) \leq \mathbb{E}_{k-2}((M^{ij})') + 1$. Thus, comparing the two equations above yields $\mathbb{E}_{k-1}(M') \leq \mathbb{E}_k(M|A) \leq \mathbb{E}_{k-1}(M') + 1$.

Next, consider $\mathbb{E}_k(M|\overline{A})$. We have

\[
\mathbb{E}_k(M|\overline{A}) = \sum_{i=1}^{k-1} \frac{1}{k-1} \mathbb{E}_k(\operatorname{dist}(M_i, w) + \mathbb{E}_{k-1}(M^{(ik)})).
\]

Let $i \in [k-1]$. If $M_i = w$, then $\operatorname{dist}(M_i, w) = 0$ and $M^{(ik)} = M'$, and the $i$th summand above is $\frac{1}{k-1} \mathbb{E}_{k-1}(M')$. If $M_i$ and $w$ have opposite values, then $\operatorname{dist}(M_i, w) = 1$ and $M_i \land w = \ast$. Let $M''$ be obtained from $M^{(ik)}$ by deleting this resulting $\ast$. Then $M''$ is a $(k-2) \times 1$ matrix obtained from $M'$ by deleting its row $i$. By Lemma 3.2, $\mathbb{E}_{k-1}(M^{(ik)}) = \mathbb{E}_{k-2}(M'')$. By our induction hypothesis, $\mathbb{E}_{k-2}(M'') - 1 \leq \mathbb{E}_{k-1}(M')$. Hence adding $1 = \operatorname{dist}(M_i, w)$ in both of the preceding inequalities, we see that the $i$th summand in (3) is between $\frac{1}{k-1} \mathbb{E}_{k-1}(M')$ and $\frac{1}{k-1} \mathbb{E}_{k-1}(M'')$. By our arguments so far, $\mathbb{E}_{k-1}(M') \leq \mathbb{E}_k(M|\overline{A}) \leq \mathbb{E}_{k-1}(M') + 1$.

Combining our discussions above, we have $\mathbb{E}_{k-1}(M') \leq \mathbb{E}_k(M) \leq \mathbb{E}_{k-1}(M') + 1$,

completing the proof.

Given a $k$-merging pattern $\pi = (a_k, b_k), (a_{k-1}, b_{k-1}), \ldots, (a_2, b_2)$, for $j = 2, \ldots, k-1$, we let $\pi(j)$ denote the merging pair $(a_j, b_j)$ of $\pi$, so that $\pi = \pi(k), \pi(k-1), \ldots, \pi(2)$. Now, fixing a $k \times n$ matrix $M$ with entries from $\{0, 1, \ast\}$, we define a random variable $X$ on $\Omega_k$ by letting $X(\pi) = \operatorname{cost}(M, \pi)$ for each $\pi \in \Omega_k$. We show that $X$ is highly concentrated about its expected value $\mathbb{E}(X) = \mathbb{E}_k(M)$. We do this by using a martingale $X_0, X_1, \ldots, X_{k-1}$ associated with $X$, defined as follows. For each $\pi \in \Omega_k$, let $X_0(\pi) = \mathbb{E}(X)$, so $X_0$ is a constant random variable on $\Omega_k$. For each $i \in [k-1]$ and each $\pi \in \Omega_k$, define

\[
X_i(\pi) = \mathbb{E}(X(\pi)|\overline{\pi}(k) = \pi(k), \overline{\pi}(k-1) = \pi(k-1), \ldots, \overline{\pi}(k-i+1) = \pi(k-i+1)).
\]

In other words, $X_i(\pi)$ is the expected value of $X(\overline{\pi})$ over all $\overline{\pi} \in \Omega_k$ that agree with $\pi$ in the first $i$ merging steps. In particular, we have $X_0(\pi) = \mathbb{E}(X)$ and $X_{k-1}(\pi) = X(\pi)$. It is straightforward to verify that $X_0, X_1, \ldots, X_{k-1}$ is a martingale (see [2, 7, 18]). We show that this martingale satisfies the Lipschitz condition described below. First, we show it for $k \times 1$ matrices.

**Lemma 5.2.** Fix a $k \times 1$ matrix $M$ with entries from $\{0, 1, \ast\}$. Let $X_0, X_1, \ldots, X_{k-1}$ be the martingale defined as above for $M$. Then $|X_{i+1}(\pi) - X_i(\pi)| \leq 1$ for each $i = 0, 1, \ldots, k-2$ and $\pi \in \Omega_k$.

**Proof.** For each $i = 0, \ldots, k-1$, let $\Omega(i)$ denote the set of members of $\Omega_k$ that agree with the given $\pi$ in the first $i$ merging steps. In other words, $\Omega(i)$ is the event that our random member $\overline{\pi} \in \Omega_k$ agrees with $\pi$ in the first $i$ merging steps. First note
that for each \( i = 0, \ldots, k-2, \Omega(i+1) \subseteq \Omega(i) \). For each \( \pi \in S_i \), when we perform the merging of \( M \) relative to \( \pi \), the first \( i \) steps match those of the merging of \( M \) relative to \( \pi \). Let \( M' = M(k-i) \) denote the \((k-i) \times 1\) matrix obtained from \( M \) after these \( i \) merges. Suppose the total merging cost to this point is \( K \). Let \( M'' = M(k-i-1) \) be the \((a_{k-i}, b_{k-i})\)-merge of \( M' \). We have

\[
X_i(\pi) = E_k(M|\Omega(i)) = s + E_{k-i}(M'),
\]

for each \( \pi \in S_i \), where we recall that \( E_k(M) \) be a martingale obtained from \( E_k(M) \) applying Lemma 3.2. By Lemma 3.2, \( E_k(M) = E_{k-1}(M') \). Also, we may view \( M'' \) as being obtained from \( M' \) by deleting two of its rows. By applying Lemma 5.1 twice, we get \( E_k(M) \leq E_{k-i}(M') \leq E_{k-i-2}(M'') + 2 \). By (4), and our discussion above, we have

\[
X_i(\pi) = s + t \leq X_i(\pi) + 1.
\]

This completes our proof.

For a general \( k \times n \) matrix \( M \) with entries from \( \{0, 1, *\} \), we can apply Lemma 5.2 to each column of \( M \) and use linearity of expectation (noting that the merging cost is the sum of merging costs of the columns) to get the following.

**Lemma 5.3.** Let \( k, n \) be positive integers and \( M \) a fixed \( k \times n \) matrix with entries from \( \{0, 1, *\} \). Let \( X_0, X_1, \ldots, X_{k-1} \) be the martingale defined above for \( M \). For each \( i = 0, 1, \ldots, k-2 \), we have \( |X_{i+1}(\pi) - X_i(\pi)| \leq n \) for each \( \pi \in \Omega_k \).

Now, recall Azuma’s well-known inequality (see [2, 7, 18] for details).

**Lemma 5.4 (Azuma’s inequality).** Let \( X \) be a random variable, and let \( X_0, \ldots, X_t \) be a martingale obtained from \( X \), where \( X_0 = E(X) \) and \( X_t = X \). Suppose there are constants \( c_1, \ldots, c_t \) such that \( |X_i - X_{i-1}| \leq c_i \) for each \( i \in [t] \). Then

\[
P(|X - E(X)| \geq \lambda) \leq 2e^{-\frac{\lambda^2}{\sum_{i=1}^{t} c_i^2}}.
\]

Applying Lemmas 5.3 and 5.4 with \( t = k-1 \) and \( c_i = n \) for each \( i \), we get the following theorem.

**Theorem 5.5.** Let \( k, n \) be positive integers. Let \( F_k \) be a family of \( k \) subcubes in \( Q_n \). Let \( \Omega_k \) be the probability space of all \( k \)-merging patterns where each pattern is equally likely. For each \( \pi \in \Omega_k \), let \( X(\pi) = \text{cost}(F_k, \pi) \). Then for all \( \lambda > 0 \),

\[
P(|X - E(X)| \geq \lambda) \leq 2e^{-\frac{\lambda^2}{2kn}}.
\]

Theorems 5.5, 3.5, and 4.8 yield the following corollary. It says that a randomly chosen merging pattern will with high probability yield (by Algorithm 2.2) a connecting subgraph for a family \( F_k \) whose number of edges is near optimal for almost all such families.

**Corollary 5.6.** Let \( \epsilon \) be small and positive. There exist positive constants \( K_1, K_2, n_0, b \), where \( 1 < b < 2 \), for which the following hold. Let \( k, n \) be positive
integers satisfying $n \geq n_0$ and $K_1 \leq k \leq 2^n$. Let $\mathcal{F}_k$ be a family of $k$ subcubes in $Q_n$. Let $\pi$ be a random $k$-merging pattern chosen from $\Omega_k$. Then, as $k,n \to \infty$, almost always

$$\text{cost}(\mathcal{F}_k, \pi) \leq \left( \frac{1}{3} + \epsilon \right) kn.$$

Furthermore, if $K_2 \leq k \leq b^n$, then for almost all families $\mathcal{F}_k$ of $k$ vertices in $Q_n$,

$$\text{cost}(\mathcal{F}_k) \geq \left( \frac{1}{3} - \epsilon \right) kn.$$

Proof. Let $X(\pi) = \text{cost}(\mathcal{F}_k, \pi)$. By Theorem 3.5, $E(X) \leq \left( \frac{1}{2} k + 1 + \frac{1}{2} \ln k \right) n$. Since $k \geq K_1$, by taking $K_1$ sufficiently large, we can ensure $E(X) \leq \left( \frac{1}{2} + \frac{1}{2} \right) kn$. Now set $\lambda = \frac{1}{3} kn$ and apply Lemma 5.4. We get

$$\mathbb{P}\left( X > \left( \frac{1}{3} + \epsilon \right) kn \right) \leq \mathbb{P}\left( |X - E(X)| > \frac{1}{2} \epsilon kn \right) \leq 2 e^{-\frac{2}{9} k} \to 0 \quad \text{as} \quad k \to \infty.$$

This proves the first part of the statement.

For the second part we appeal to Theorem 4.8. We need only observe that for $\epsilon$ small enough the constant $B$ in that theorem satisfies $1 < B < 2$. So we can take $b$ to be any constant satisfying $1 < b < B$. Then $b^n = o(\alpha B^n)$ as $n$ grows. Thus $\text{cost}(\mathcal{F}_k) \geq (\frac{1}{3} - \epsilon) kn$ for almost all subcube families $\mathcal{F}_k$ of size $k$ satisfying $K_2 \leq k \leq b^n$, where we can take $K_2 = q^2$ in the statement of that theorem.

This corollary yields an algorithm as follows, where we continue with the notation of the corollary. In applying a $k$-merging pattern $\pi$ to a set $S \subseteq V(Q_n)$ of size $k$ (presented as a $k \times n$ binary matrix), each merging step of two rows of length $n$ takes running time $O(n)$. Since there are $k - 1$ such steps, the total running time of Algorithm 2.2 for any given input set $S$ and $k$-merging pattern $\pi$ is $O(kn)$. Thus we get a probabilistic algorithm, consisting of a random choice of $k$-merging pattern $\pi$ followed by an execution of Algorithm 2.2 with inputs $\pi$ and $S$, which produces a subgraph $H_\pi$ of $S$. The running time is $O(kn)$, and provided that $k \geq K_1$, we have $|E(H_\pi)| \leq (\frac{1}{3} + \epsilon) kn$ with probability approaching 1 (over the space $\Omega_k$) as $k,n \to \infty$. Further, for almost any input set $S$ satisfying $K_2 \leq k \leq b^n$ for $n$ large enough, the output graph $H_\pi$ is near optimal in the sense that

$$\left( \frac{1}{3} - \epsilon \right) kn \leq \text{cost}(S) \leq |E(H_\pi)| \leq \left( \frac{1}{3} + \epsilon \right) kn.$$


