We examined whether view combination mechanisms shown to underlie object and scene recognition can integrate visual information across views that have little or no three-dimensional information at either the object or scene level. In three experiments, people learned four “views” of a two-dimensional visual array derived from a three-dimensional scene. In Experiments 1 and 2, the stimuli were arrays of colored rectangles that preserved the relative sizes, distances, and angles among objects in the original scene, as well as the original occlusion relations. Participants recognized a novel central view more efficiently than any of the Trained views, which in turn were recognized more efficiently than equidistant novel views. Experiment 2 eliminated presentation frequency as an explanation for this effect. Experiment 3 used colored dots that preserved only identity and relative location information, which resulted in a weaker effect, though still one that was inconsistent with both part-based and normalization accounts of recognition. We argue that, for recognition processes to function so effectively with such minimalist stimuli, view combination must be a very general and fundamental mechanism, potentially enabling both visual recognition and categorization.
arrays that have no cues to three-dimensional (3D) object structure (Experiments 1 and 2) and minimal or no cues to 3D scene structure (Experiment 3; see Figs. 1 and 2). As we elaborate below, showing that view combination mechanisms operate on such minimalist stimuli supports their fundamental importance to a variety of psychological phenomena in visual recognition and categorization. Additionally, by systematically stripping the visual arrays we used of various features (compared to actual scenes), we were able to arrive at a functional definition of what may constitute a “scene” — an issue that has clear importance for the understanding of human spatial cognition.

The most extensive theoretical development of recognition by combining information from multiple views has been Shimon Edelman’s work with object recognition (1999a, 2002a, 2002b; see also Bülthoff & Edelman, 1992; Edelman et al., 1999; Ullman, 1998). Edelman (1999a) hypothesized that view combination processes allow people and animals to identify novel views of familiar objects and to categorize altogether novel objects. He proposed that parametric similarities among “prototype” objects are important for recognition and that the physical dimensions of the objects (e.g., attributes such as length, curvature, etc.) form the basis of an internally represented
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**Fig. 1.** Example of three target stimuli from Waller et al. (2009) and the stimuli created from them for the present study. The top left panel was the novel Extrapolated view of the playground scene taken at an elevation of 75°, the middle panel was the novel Interpolated view at an elevation of 45°, and the bottom panel was the novel Extrapolated view at a 15° elevation. Each of these views was ±15° from the nearest training view and at an arbitrarily assigned azimuth of 0°. The right panels adjacent to each of the playground views correspond to the same conditions in the present study.
multidimensional "shape space." Similarity is assumed to be a function of the distances between tuning functions (i.e., generalization gradients) representing the prototypes in this space, which in turn are a function of the metric similarities among their multidimensional physical attributes. In this scheme, a novel view of a familiar stimulus, or even a novel stimulus, can be recognized or categorized because the stimulus input causes all of the generalization functions representing stored prototypes that are parametrically similar to the dimensions of the novel input to be simultaneously activated. The activation from these functions is summed to construct a new "view" containing various physical dimensions in proportion to the activation they have received. Because of the proportionality of activation on each dimension, the new view is typically not identical to the input, but it is examined for its metric similarity to the input view. If that similarity is above a certain threshold, recognition (or categorization) occurs.

Because view combination processes sum activation from multiple sources, when a novel input is presented, if the stored generalization functions are sufficiently close in the space, recognition of novel views that span the range of at least two previously experienced views can be as good as (Bülthoff & Edelman, 1992; Edelman, 1999a; Friedman & Waller, 2008; Friedman et al., 2005) or better than (Waller et al., 2009) that for the previously experienced views. Thus, improved (or superior) recognition of novel interpolated stimuli (i.e., those between the span of the Trained
stimuli) relative to equidistant novel Extrapolated stimuli (i.e., those beyond span of the Trained stimuli) is the signature evidence in support of view combination accounts of recognition (cf. Friedman & Waller, 2008; Friedman et al., 2005; Waller et al., 2009; Wong & Hayward, 2005). We refer this finding as a view combination effect. Because view combination has now been documented with scenes and herein with even simpler arrays, we think that it is appropriate to describe the representation used for recognition as a metric “similarity space”, rather than the “shape space” initially referred to by Edelman, because the representational “manifolds” that Edelman also referred to may be different in kind (for different stimulus types), though the processes that act on them (e.g., generalization; view combination) may not be. Moreover, describing the representations as a similarity space also serves to bring the theoretical construct even further in line with the theoretical implications of Shepard’s (1987) proposal of generalization (based on similarity) as a psychological law.

As a model of object recognition, view combination has been contrasted primarily with a part-based representational approach in which recognition is predicted to be viewpoint independent under most circumstances (e.g., Biederman, 1987), as well as a normalization approach in which recognition is usually viewpoint dependent (e.g., Tarr & Pinker, 1989). In a part-based approach (e.g., Biederman, 1987), recognition is based on a relatively small number of volumetric primitives. A two-dimensional (2D) retinal image of an object is segmented into its component primitives through detection of deep regions of concavity as well as non-accidental properties, such as curvature and colinearity. The volumetric primitives and the relations among them are encoded and represented as a 3D structural description, which in turn is matched to 3D structural descriptions of objects in memory. Recognition is hypothesized to be viewpoint independent as long as all of an object’s volumetric primitives and their relations are identifiable.

It is not clear how a part-based approach could be adapted to make predictions for the range of stimuli that people are able to recognize. For instance, the kinds of simple visual stimuli we examine in the present study (see Figs. 1 and 2) have minimal or no 3D structure, could not involve volumetric primitives, and do not differ with respect to their accidental properties. It is also not clear that this type of approach could, or was meant to, generalize to scene or 2D array recognition. Consequently, we do not discuss part-based recognition further.

In contrast to a part-based approach to recognition, ever since Shepard and Metzler’s (1971) demonstration of the mental rotation effect, view-based, normalization models of recognition have presumed that representations are 2D, often image-like (e.g., Ullman, 1989), and orientation-specific. In most normalization models, people are assumed to represent multiple orientation-specific views of objects. However, unlike the view combination approach, the multiple representations in a normalization approach capture an object’s appearance from different perspectives, rather than explicitly representing the physical dimensions underlying those views as distances in a multidimensional similarity space.

In addition, unlike view combination, normalization models describe recognition as a process of matching a novel view to its nearest specific stored exemplar (even if there are other equidistant stored exemplars), typically by means of a hypothesized transformation mechanism. The “distances” involved in normalizing two views are thus based on the magnitude(s) of transformation(s) required, rather than physical similarity (though the two might be correlated in some cases). That is, for normalization models, similarity is typically based on the physical distance that the novel view must “move through” (e.g., rotate), rather than the physical similarities among the multiple dimensions (e.g., length; amount of curvature) that make up the structure of the stimulus view and previously stored views. Thus, in the normalization approach, the view to be matched is a perspective view of an object or scene and the transformations are geometric. For example, in the alignment approach (Ullman, 1989; see also Ullman & Basri, 1991), allowable transformations of the input view include translation, rotation, scaling, and shear; after such transformations are made, the views are matched (or not). This approach thus predicts that performance will be monotonically related to the transformational distance between the input view and one of the represented views. In the view combination approach, by contrast, the view to be matched to the input may be a perspective view, but it is constructed from activation caused by metric similarities to the input view from many different physical dimensions. If the sum of the activation reaches a certain threshold, the input view is recognized. This approach predicts monotonicity in some circumstances and non-monotonicity in others.

The monotonicity predicted by the normalization account has received much support over a variety of studies and tasks (e.g., handedness discriminations, Shepard & Metzler, 1971; matching or naming familiar objects, Lawson & Bulthoff, 2008; Palmer, Rosch, & Chase, 1981; naming unfamiliar objects; Tarr, 1995; Tarr & Gauthier, 1998; Tarr & Pinker, 1989). Despite the results that tend to favor normalization, view combination effects are also well-represented in the literature (see Edelman, 1999a, for review). Recent studies have found that recognition of a novel Interpolated view of a scene can be both faster and more accurate than recognition of the Trained view of the scene, even on the very first test trial (Waller et al., 2009). Following the terms used by Palmeri and Nosofsky (2001), we refer to superior recognition of an untrained stimulus to that of a Trained stimulus as a prototype enhancement effect. Like the view combination effect, a prototype enhancement effect can be explained by the view combination approach, but is not predicted by normalization models of recognition. Given the extant empirical support for both normalization and view combination accounts of recognition, developing a body of empirical evidence that exposes the limits of human recognition ability will be critical for determining whether (and how) either approach can serve as a general theory of recognition.

With that in mind, in the current experiments, we examined recognition of stimuli that have minimal cues to three-dimensional structure and evaluated whether this performance was better explained by normalization or by
view combination accounts of visual recognition. Our stimuli were arrays of 2D colored rectangles (Experiments 1 and 2) or dots (Experiment 3), each of which was based on a 3D scene stimulus used in the Waller et al. (2009) study. We used abstract arrays because normalization accounts (e.g., Diwadkar & McNamara, 1997) claim to be applicable to them (that is, there should be monotonicity in the data), and view combination accounts, developed for object recognition, may break down with non-semantically related arrays. On the other hand, if 3D structure is absent from stimuli that people can nevertheless recognize as well as or better than familiar stimuli, then view combination must become a more general theoretical construct in order to explain such recognition. For example, Edelman (2002a, 2002b) proposed that a metric similarity space could be used to represent the similarities among pixels on a 2D display, however, this proposal has not heretofore been rigorously examined with respect to 2D stimuli.

As in Waller et al. (2009), in the present study, participants learned to discriminate target from distractor arrays by exposure to four different “viewpoints” and were subsequently tested on views that were either novel interpolations, novel extrapolations, or previously Trained views. Notably, the distractors switched the locations of two rectangles or dots, making it very difficult to do the task without encoding at least identity (color) and object-to-object relations.

According to a normalization approach, recognition performance for both Interpolated and Extrapolated views should be worse than recognition of Trained views. Moreover, it is not entirely clear what transformation(s) could provide a match between the Trained views and any of the novel test views. This is because, although the stimuli were created systematically by changing camera positions by a constant azimuth or elevation in a virtual world, these systematic perspective transformations become difficult to recover when the 3D scenes are rendered as 2D arrays. Current accounts of recognition by normalization would need to be revised considerably in order to explain: (a) a view combination effect with these stimuli, (b) a prototype enhancement effect with these stimuli, and (c) the nature of the transformation(s) that enable recognition of these stimuli. The outcome of the current experiments may thus place serious constraints on a normalization (transformation) account of recognition. On the other hand, view combination models could provide ready and parsimonious explanations of such findings. Demonstrating that view combination accounts for the recognition of simple, minimalistic stimuli will increase its scope and help to establish it as both a fundamental cognitive process and a more general account of recognition than other theoretical models (i.e., normalization and part-based theories).

2. Experiment 1

In Experiment 1, we compared recognition for recently learned stimuli to recognition of novel target stimuli taken from different viewpoints than the training stimuli. These new viewpoints were either between (Interpolated) or beyond (Extrapolated) the shortest distance between the Trained views by equal amounts. If view combination mechanisms operate on simple visual arrays, then recognition of Interpolated views may be better than recognition of Extrapolated views (i.e., we will find a view combination effect). Additionally, because the stimuli in Experiment 1 were based on those of Waller et al. (2009), as described below, there may also be better recognition of the untrained Interpolated view relative to the Trained views (i.e., a prototype enhancement effect) because the prototype causes more activation than any single Trained view. Thus, if we find view combination or prototype enhancement effects with these 2D stimuli, it will increase the scope of the view combination approach to that of a very general recognition mechanism.

2.1. Method

2.1.1. Participants

Twenty-six undergraduates (15 men and 11 women) from Miami University participated in the experiment in return for credit in their introductory Psychology course. Eight people (6 men and 2 women) did not reach the 80% criterion in the allotted time, leaving 9 men and 9 women who completed the test trials. The mean age of these participants was 18.9 years (SD = 1.11). The percentage of participants who did not reach criterion was approximately the same in Friedman and Waller (2008) and in several similar studies (e.g., Edelman, 1999b; Edelman et al., 1999).

2.1.2. Materials

The stimuli were created from 2D renderings of a digitally modeled 3D playground scene created with 3D Studio Max (see Waller et al., 2009, for a detailed description). The stimuli depicted the original scene from nine different viewing locations; all were above ground level and oriented toward the exact center of the scene. The viewpoint locations are shown schematically in Fig. 3. The Interpolated view, which was never seen during training and is depicted by the black circle in the center of the figure, had an angular elevation above the ground plane of 45° and an arbitrarily assigned azimuth of 0°. Four Training views, depicted by the gray circles in Fig. 3, were positioned around the Interpolated view, two at the same azimuth and elevations of ±15° relative to the Interpolated view (i.e., at 60° and 30° elevations), and two at the same elevation as the Interpolated view and azimuths of ±15°. Finally, four Extrapolated views, also never seen during training and depicted by the white circles in Fig. 3, were similarly positioned around the Interpolated view, differing from it in azimuth or elevation by ±30° (e.g., at 75° and 15° elevations) and ±15° from the nearest Training view. For the present experiment, each of the nine central playground objects was masked with a uniquely colored rectangle. The same color always replaced the same object, but the size of the rectangle was changed to fit the visual extent of the object for a given particular perspective view (i.e., a “bounding box”). The remainder of the scene was replaced with a white background. Fig. 1 shows three novel test views of the original playground scene from Waller et al. (2009) and the corresponding stimuli from the pres-
ent experiment. As can be seen, the new stimuli have lost much of their 3D perspective information. What is retained are the relative sizes, distances, and angles between objects as a function of the changes in viewpoints as well as the objects’ occlusion relationships. However, the lack of semantic content appreciably weakens their interpretation as 3D scenes.

We created either six (for Training and Extrapolated views) or nine (for the Interpolated view) stimuli from each of the nine viewing perspectives. For each view, one stimulus depicted the correct, to-be-learned arrangement of the rectangles; the additional stimuli were distractors that portrayed the scene with the locations of two of the rectangles switched. The Interpolated view had more distractors created for it than the other views because during the test phase for this experiment, the Interpolated view was displayed more frequently than any particular Training or Extrapolated view. We did this to equalize the number of Interpolated, Trained, and Extrapolated views.

Only two rectangles were switched for each distractor and only five of the nine rectangles could potentially be switched. The switches used to create distractors represented a randomly selected subset of possible switches given these five rectangles. Thus, the distractors were designed specifically to disrupt the relative position relations among the array of rectangles, making it virtually impossible to do the task without taking account of object-to-object relations. In addition, and notably, we used different distractors for the training and test trials so that during testing, the distractors, Interpolated, and Extrapolated stimuli were equally novel; only the Trained stimuli were familiar. In sum, for each block of the testing sequence, there were two repetitions of the four familiar Training stimuli together with two repetitions of their unique novel distractors, two repetitions of four novel Extrapolated stimuli with two repetitions of their unique novel distractors, and eight repetitions of the novel Interpolated stimuli with one repetition of each of eight unique novel distractors.

The experiment was controlled through a computer using EPrime software (Psychological Software Tools, Pittsburgh, PA). Stimuli were presented on a 32.5 cm × 24 cm CRT monitor (85 Hz. refresh rate). Participants responded by pressing buttons on a response box connected to the serial port of the computer.

2.1.3. Procedure and design

The procedure and design were identical to Waller et al. (2009, Experiment 1). It is worth noting that throughout our research, we have used a discrimination learning task to test the view combination approach. We have done so for several reasons. First, as a direct comparison to a normalization approach for identifying abstract stimuli, it is important to know that the generalization functions are actually “created” in long-term memory. Researchers investigating normalization using novel objects (e.g., Tarr, 1995) have thus also used some sort of traditional long-term memory learning task, as have many others who examine scene recognition with unrelated objects (e.g., Mou & McNamara, 2002). Further, though much has been learned from tasks that use rapid stimulus presentation (e.g., ~1 s per view; e.g., Castelhano et al., 2009), these tasks are perhaps more appropriate for stimuli that may already be presumed to be in long-term memory because they are familiar. Tasks that use such short display times tend to be more similar to change detection or short-term memory tasks than to recognition or categorization tasks and may thus involve different cognitive strategies.

The participants read instructions that informed them they would be viewing many different arrangements of rectangles and that one particular arrangement was correct. They were instructed to press a green button labeled “Correct” if the arrangement was correct, and a red button labeled “Incorrect” otherwise. Participants were also told that a randomized half of the pictures depicted the correct arrangement and the other half were incorrect. From the participants’ point of view, the learning task was to respond whether a given stimulus was “in the correct configuration” or not, using one of two response keys to indicate their answer.

2.1.4. Training trials

During training, participants were required to distinguish the four training stimuli (“views” from the grey circles in Fig. 3) from twelve different distractors (three for each Trained viewpoint). To increase their motivation to work efficiently, feedback was given over headphones; the feedback message said “three points” if participants were correct and answered in less than one second, “two points” if they were correct and answered in one second or more, or “wrong” if they were incorrect. Participants
were told that the feedback would stop partway through the experiment but that they would still receive points for correct responses. However, the points had no tangible consequences for the participants.

Each training trial began with a warning beep for 1 s, followed immediately by the stimulus, which was displayed until the participant responded. There was a 1 s delay before the feedback message and then a 250 ms delay before the next trial. Training trials were administered in randomized blocks of 24, with the 12 distractors each presented once and the target presented 12 times (three times from each training view). Participants were required to complete at least two training blocks. If accuracy exceeded 80% in the second or any subsequent training block they proceeded to the testing portion. The number of training blocks ranged between 2 and 13, with a mean of 5.5 blocks and a SD of 3.75.

2.1.5. Test trials
Trials for the testing portion of the experiment used the identical procedure as the training trials, except there was no feedback message. Testing consisted of 96 trials, composed of two blocks of 48 trials. Stimuli representing the Training, Interpolated, and Extrapolated viewpoints were each presented 16 times within each block, and for each of these views, half of the stimuli were targets and half were distractors. Trials depicting Training and Extrapolated viewpoints presented equal numbers of stimuli from each of the four viewpoints. The order of the trials was randomized separately for each block and participant.

2.2. Results and discussion
The reaction times (RTs) to correctly answered trials were averaged across the Interpolated, Trained, and Extrapolated viewpoints separately for each block, and analyzed in a 2 (Block: first or second) × 3 (View: Interpolated, Trained, Extrapolated) repeated measures analysis of variance (ANOVA). Only the main effect of viewpoint was significant, F(2, 34) = 16.82, p < .0001, η² = .49. The means are shown in the left panel of Fig. 4. Planned contrasts showed that average RTs to the Interpolated viewpoint (1013 ms) were significantly shorter than to the Trained viewpoint (1192 ms); F(1, 17) = 9.27, p < .01, η² = .35, which in turn were significantly shorter than those to the Extrapolated viewpoints (1646 ms); F(1, 17) = 14.04, p < .001, η² = .45.

The percent error data mirrored the RT data in every detail (Fig. 4, right panel). The overall ANOVA yielded only a main effect of viewpoint, F(2, 34) = 23.19, p < .0001, η² = .58. The contrasts showed that the percent error made to the Interpolated view (3.47%) was less than to the Trained views (10.42%); F(1, 17) = 8.63, p < .01, η² = .34, which in turn were less than to the Extrapolated views (33.33%); F(1, 17) = 23.64, p < .001, η² = .58. In a signal detection analysis of recognition sensitivity, the d’ for the Interpolated, Trained, and Extrapolated views were 2.34, 0.98, and 0.85, respectively, F(2, 34) = 41.08, p < .0001, η² = .71.

In sum, the present data replicate our previous results with real-world scenes (Waller et al., 2009). By doing so, they extend the view combination model to visual arrays that have little or no formal object or scene structure and no semantic interpretation, and thus broaden the applicability of that approach while constraining models of visual recognition based on normalization.

3. Experiment 2
We designed Experiment 1 so that the number of presentations per “view type” (Trained, Interpolated, and Extrapolated) was equal. Because there was only one Inter-
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Fig. 4. Correct RTs (left panel) and percentage error rates (right panel) as a function of viewpoint and block for Experiments 1 and 2. Inter = the Interpolated view; Train = the Trained views; Extra = the Extrapolated view. For Experiment 1, error bars are 95% confidence intervals, computed from the block by view interaction sums of squares in the omnibus ANOVAs; for Experiment 2, error bars are 95% confidence intervals computed from the one-way repeated measures ANOVAs on view separately for each group (Loftus & Masson, 1994).

---

1 One participant had no correct responses for the Extrapolated stimulus targets; his mean for that condition was replaced with the group mean. Although this procedure reduces the variability in that condition, in this case it works against the present hypothesis.
polated stimulus and several Trained and Extrapolated stimuli, this meant that more instances of the Interpolated view were presented than any single Trained view during testing. It is thus plausible that the speed and accuracy advantage observed for the Interpolated view derived from this inequality of presentation frequency during test (Zaki & Nosofsky, 2007). In Experiment 2, therefore, we presented each specific novel test view (i.e., all nine views) an equal number of times during test, so that, for example, the combined Trained views were seen 16 times while the Interpolated view was seen only four times. If relative frequency of specific stimuli during testing was responsible for the enhanced performance on Interpolated compared to Trained views, that advantage should disappear in Experiment 2.

In addition to equating for the frequency of views, in Experiment 2, we added an additional first test trial for all participants that was a target trial. That is, the view presented on the first test trial for each group was seen five times during testing, whereas all other views were seen only four times. For about 1/3 of the participants, the first test trial was the Interpolated view, about 1/3 saw one of the four Trained views, and about 1/3 saw one of the four Extrapolated views. This allowed us to determine whether the Interpolated view would be responded to faster and/or more accurately than either the Trained or Extrapolated views on the very first test trial. We also analyzed the data without the 1/3 of the participants whose first trial was the Interpolated view, to ensure that the difference between the three view types was maintained within-subjects in the remaining two groups when, in fact, there were only four (rather than five) Interpolated views presented.

3.1. Method

3.1.1. Participants

Ninety-four undergraduates (63 men and 54 women) from Miami University participated in the experiment in return for credit in their introductory Psychology course. Twenty-three did not complete the training task to the 80% criterion in the allotted time, leaving 50 men and 44 women who provided data for test trials. The mean age of the participants was 19.2 years ($SD = 0.90$). They were 80% criterion in the allotted time, leaving 50 men and 44 women who provided data for test trials. The mean age of the participants was 19.2 years ($SD = 0.90$). They were

3.1.2. Materials, procedure, and design

The training stimuli were identical to those used in Experiment 1. The number of training blocks ranged between 2 and 16, with a mean of 5.9 blocks and a SD of 3.59. For the testing stimuli, excluding the very first stimulus, there were two blocks of 36 trials, half of which were targets. Among the targets for each block, there were two presentations of the novel Interpolated view, two presentations of each of the four Trained views, and two presentations of each of the novel Extrapolated views. Thus, across blocks, there were four replications of each individual stimulus, which were thus equated for frequency. In addition, two novel distractors were created for each test-
p < .0002, $\eta^2_g = .14$. In turn, the Trained views were responded to significantly faster than the Extrapolated views, $F(1,93) = 65.64$, $p < .0001$, $\eta^2_g = .41$.

For percent of errors, the view by group ANOVA also yielded only a main effect of view, $F(2, 182) = 60.10$, $p < .0001$, $\eta^2_g = .40$. The means for the Interpolated, Trained, and Extrapolated views were 4.79%, 9.31%, and 25.60% and are shown in the right panel of Fig. 4. Because the view by group interaction was again not significant, $F(4, 184) = 1.09$, $p = .36$, we again ignored the group factor to test the planned contrasts. Performance on the Interpolated view was significantly more accurate than performance on the Trained views, $F(1,93) = 10.92$, $p < .002$, $\eta^2_g = .11$, which in turn was more accurate than performance on the Extrapolated views, $F(1,93) = 60.85$, $p < .0001$, $\eta^2_g = .41$. Finally, an ANOVA that excluded the group whose first trial was an Interpolated view also had a significant main effect of view, $F(2, 122) = 37.69$, $p < .0001$, $\eta^2_g = .38$. The mean percent errors for the Interpolated, Trained, and Extrapolated views in this analysis were 2.42%, 7.46%, and 20.57%, respectively.

Analyses of $d^*$ also revealed a main effect of view, $F(2, 182) = 71.48$, $p < .0001$, $\eta^2_g = .44$, and no interaction between group and view, $F < 1.00$. The means for the Interpolated, Trained, and Extrapolated views were 2.55, 1.61, and 1.25, respectively. The planned contrasts across groups revealed that the difference in $d^*$ between the Interpolated and Trained views was significant, $F(1,93) = 67.38$, $p < .0001$, $\eta^2_g = .42$, and the difference between the Trained and Extrapolated views was also significant, $F(1,93) = 16.35$, $p < .0002$, $\eta^2_g = .15$.

The present data, as well as those from Experiment 1, provide two independent demonstrations that a novel Interpolated view of these relatively abstracted 2D stimuli was recognized better than an old Trained view, in terms of both speed and accuracy. In the case of Experiment 2 this finding cannot be the result of differences in frequency of presentation of the different views during the testing sequence.

4. Experiment 3

Experiments 1 and 2 demonstrate that view combination can explain the recognition of stimuli that cannot be explained by other recognition models. Nevertheless, as pointed out in the introduction, view combination was proposed as a model for recognition of 3D objects (e.g., Edelman, 1999a; Edelman & Bulthoff, 1992; Ullman, 1998) – even very unusual ones (e.g., bent straws). Although generalizing view combination to apply to scenes (e.g., Friedman & Waller, 2008; Waller et al., 2009) was an important advance, it may also be somewhat unsurprising, given that there are many respects in which a 3D scene retains a 3D structure that is analogous to an object (e.g., the perceived relations between scene’s/objects’ parts change systematically in accordance with viewpoint changes).

In Experiments 1 and 2, we used rectangles to cover the original playground objects in each of the nine views. Although this process minimized the scenes’ semantic content, the stimuli still retained some cues to 3D structure such as the relative locations, relative sizes, distances, and angles between objects as a function of the changes in viewpoints, in addition to the objects’ occlusion relationships. Arguably, each of these features, either alone or in combination, provided cues to the scene’s underlying 3D structure. Consequently, if view combination operates by interpolating between only 3D metric properties we may not have completely ruled out 3D information as an underlying contributor to either the view combination effect or the prototype enhancement effect.

In Experiment 3, we attempted to understand the some of the boundary conditions of view combination and the prototype enhancement effects by removing virtually all 3D information from the stimuli. In particular, each rectangle in each viewpoint (Trained, Interpolated, Extrapolated) was reduced to a single colored dot (see Fig. 2, right side). After being converted to dots, there was no occlusion and the stimuli had only identity (color) and location cues; relative size and shape were identical across objects and views. Indeed it seems quite unlikely that one can extract a 3D scene structure from these stimuli.

There are three possible predictions for how people will recognize arrays with such minimal cues to 3D structure. First, it is possible that view combination does not apply to stimuli that lack nearly all 3D structure. If this is the case, then neither a view combination effect nor a prototype enhancement effect should occur (i.e., Interpolated stimuli should be recognized no more efficiently than Extrapolated or Trained stimuli) Second, if view combination applies to recognition processes regardless of the dimensionality of the stimuli, we would expect similar results as those in Experiments 1 and 2 – Interpolated stimuli should be recognized more efficiently than both Extrapolated and Trained stimuli. Finally, if view combination is more effective with 3D than 2D stimuli, even without semantic content in either, and if we have succeeded in removing important aspects of 3D structure, we might observe a view combination effect without the prototype enhancement effect. Either of the latter two findings (view combination with or without an enhanced prototype effect) with the present dot stimuli would constitute the strongest direct evidence to date that view combination is a fundamental aspect of visual recognition, and would be indirect support for the assumption that it works through generalization mechanisms. Further, because the primary difference between Experiment 2 and the present experiment involves the information that was removed from the stimuli, we may also thus begin to be able to say what important features in a stimulus constitute a 3D “scene”.

4.1. Method

4.1.1. Participants, design, and procedure

There were 39 (19 men, 20 women) volunteers from the same pool as in Experiments 1 and 2. Seven people (2 men, 5 women) did not reach the 80% criterion in the time allotted, and one male volunteer had virtually no correct responses so his data were not considered further. The remaining participants required between 2 and 9 training blocks ($\text{Mean} = 3.31, \text{SD} = 1.7$); their mean age was 19.13 (SD = 1.09). The design and procedure was identical to that
of Experiment 2 with one exception. Because the analysis of the first test trial in Experiment 2 was inconclusive, we did not divide the subjects into three groups to examine their first RTs.

4.1.2. Stimuli

The stimuli were created by computing the center of each rectangle in each target and distractor stimulus and drawing a colored dot 6 mm in diameter around its center (see Fig. 2). Therefore, none of the stimuli were occluded in any of the viewpoints and all stimulus locations were the same size and shape; that is, relative size and shape did not change with viewpoint.

4.2. Results

The correct RTs for “same” trials were averaged over the Interpolated, Trained, and Extrapolated trials (1744, 1864, and 2325 ms, respectively) and submitted to a one-way ANOVA; the main effect was significant, $F(2, 60) = 11.43$, $p < .0001$, $\eta_p^2 = .276$. The planned contrast between the Interpolated and Trained stimuli was not significant, $F(1, 30) = 1.25$, $p = .27$. However, both the difference between the Interpolated and Extrapolated stimuli, $F(1, 30) = 16.87$, $p < .0001$, $\eta_p^2 = .360$, and between the Trained and Extrapolated stimuli, $F(1, 30) = 11.90$, $p < .002$, $\eta_p^2 = .284$, were significant.

The same pattern was true for the percent error data; the means for the Interpolated, Trained, and Extrapolated trials were 0.80%, 3.0%, and 16.5%, $F(2, 60) = 18.71$, $p < .0001$, $\eta_p^2 = .384$. In addition, the contrast between the Interpolated and Trained stimuli was not significant, $F(1, 30) = 1.60$, $p = .22$, whereas the contrasts between the Interpolated and Extrapolated stimuli, $F(1, 30) = 20.04$, $p < .0001$, $\eta_p^2 = .401$, and between the Trained and Extrapolated stimuli, $F(1, 30) = 23.33$, $p < .0001$, $\eta_p^2 = .437$, were both significant.

The mean $d'$ measures for the Interpolated, Trained, and Extrapolated conditions were 2.60, 2.25, and 1.88, $F(2, 60) = 7.64$, $p < .001$, $\eta_p^2 = .203$. The difference between the Interpolated and Trained stimuli was not significant, $F(1, 30) = 3.14$, $p = .087$, but the difference between the Interpolated and Extrapolated stimuli, $F(1, 30) = 10.84$, $p < .003$, $\eta_p^2 = .265$, and between Trained and Extrapolated stimuli, $F(1, 30) = 8.83$, $p < .006$, $\eta_p^2 = .227$, were both significant.

In summary, for all three measures, there was a viewpoint combination effect, but not a prototype enhancement effect. The Interpolated view was processed more efficiently than the Extrapolated views, but no better (or worse) than the Trained views. This finding suggests that view combination works more efficiently when there are more cues to 3D structure, either at the object or scene level.

5. General discussion

In three experiments, participants were trained to discriminate four particular 2D stimuli comprised of colored rectangles or dots from distractors in which two of the items had switched positions; all of the stimuli were constructed from a set of 3D playground scenes by masking the objects in the scenes (for rectangles) or using their centers (for dots) and removing background information. After training with the rectangular stimuli, participants went on to recognize a novel stimulus within the span of the training views more quickly and accurately than they recognized the training stimuli themselves; the training stimuli, in turn, were recognized better than novel views outside of the span of the training range but equivocally to the training views. Experiment 2 eliminated frequency of presentation at test as a possible explanation for the observed findings. Importantly, the prototype enhancement effect was eliminated when the stimuli were simplified to mere dots positioned at the center of each of the rectangles for each view. Nevertheless, we still obtained a view combination effect with dot stimuli, which retained only relative location and identity information. We and others have previously documented a view combination effect with static objects (Edelman & Bülthoff, 1992; Friedman et al., 2005) and scenes (Castelhano et al., 2009; Friedman & Waller, 2008; Waller et al., 2009). The present study generalizes these previous findings by providing evidence that view combination can explain performance on relatively impoverished 2D stimuli but does so better when those stimuli have some cues (e.g., occlusion) to 3D structure.

The present results add to the theoretical understanding of object and scene recognition by considerably constraining the generality and utility of a normalization account. Simply put, such an account is unable to explain how novel stimuli can be recognized as well as or more efficiently than Trained views. For example, normalization models (e.g., Tarr & Pinker, 1989) could only be applied to the type of arrays used in the present experiments by positing processes that infer the kinds of viewpoint transformations that had been performed on the 3D stimulus configurations. The inverse of those transformations (or some variant) could then be used to perform recognition of the 2D arrays. Yet assuming that this could be done, normalization models would still not predict equal or better performance on the Interpolated view than on the learned views because the transformational process(es) would have to take place.

Similarly, a normalization account cannot easily explain how Extrapolated views at the same transformational distance as the Interpolated view are recognized more poorly than the Interpolated view. However, on the view combination account, in the extrapolated case the more distant learned view(s) will tend to reduce the similarity between the input view and the view constructed from activation of the stored exemplars; the Extrapolated view should correspondingly more dissimilar to the Trained views’ physical dimensions taken together, and thus more difficult to recognize. Thus, both view combination per se and the enhanced prototype effect for either objects or scenes are very easy to account for when they are conceptualized as a function of physical similarities amongst representations in memory on many physical dimensions. Notably also, the enhanced prototype effect has been found in other tasks (e.g., Palmeri & Nosofsky, 2001).
Consequently, although there is empirical evidence for monotonicity in object (e.g., Tarr, 1995) and scene (e.g., Diwadkar & McNamara, 1997) recognition, these results (and others) can be explained more generally (and parsimoniously) by a view combination mechanism of generalization. For example, if the activated representations of the Trained views are relatively far apart, or if the generalization functions are relatively narrow due to overlearning (which decreases the variance of the functions), or the novel input does not span the training range, or there is only one training view, a view combination account can predict performance to decline roughly monotonically with distance between the input and the activated generalization gradient(s) (Bülthoff & Edelman, 1992; Edelman, 1999a; Friedman & Waller, 2008; Friedman et al., 2005). Of course, view combination accounts can also predict non-monotonicity. Both types of predictions can be verified (or made a priori) with metrically derived psychophysical similarity functions (see Shultz, Chuang, & Vuong, 2008) precisely because view combination relies on metric similarities.

A related theoretical advantage of the view combination account of recognition is that it allows similarity to be defined much more broadly than "transformational distance", because similarity may encompass the many dimensions that underlie structural correspondences, as well as surface features and dynamic cues (e.g., Friedman, Vuong, & Spetch, 2010). Thus, view combination as a mechanism for recognition accounts for a broader class of empirical results, and prescribes the circumstances under which various forms of recognition occur more successfully than normalization. The present results thus provide substantial evidence in favor of a view combination approach to visual recognition in general and against the generality of normalization processes. They also provide strong evidence in favor of view combination as a possible "law of generalization" (Shepard, 1987) for visual recognition of a wide range of stimuli.

The present evidence that view combination mechanisms function in the absence of information about either object or scene structure (Experiment 3) thus places these mechanisms in a more general theoretical context than how they are typically conceptualized and suggest that they are fundamental processes that may support a variety of cognitive functions. Indeed, it is possible that multidimensional similarity spaces, distance metrics, and generalization principles underlying the summation of activation from multiple stored representations could function effectively as a recognition system for many kinds of stimuli, both visual and nonvisual. After all, generalization is a notion that has been construed as the basis of learning, transfer, recognition, and categorization for human and nonhuman animals alike for many years (e.g., Guttman & Kalish, 1956; Hull, 1943; Shepard, 1958, 1987; Spence; 1937; Nosofsky, 1986). Thus, it is possible that the type of view combination documented here — in which an unseen view of a token is better recognized than a familiar one — is the same kind of generalization that underlies performance when people categorize exemplars of different prototypes. For example, in elaborating his original view interpolation/combination model, Edelman (1999a) allowed that "the same mechanism capable of identifying familiar objects would help make sense of novel ones." (p. 91). That is, because activation is based on metric similarities novel instances can, in principle, activate stored representations in proportion to levels that correspond to their similarity on the represented dimensions; if there is enough activation overall, the novel instance can be understood as an instance of an extant category.

In the early categorization literature, Posner and Keele (1968, Experiment 3) had people learn four random dot patterns formed systematically from each of three meaningful categories (a triangle, and the letters M and F). Each exemplar was constructed via a random perturbation at three levels of distortion of each of the dots in the unseen prototype arrays. Participants were tested on the training items as well as on the non-presented category prototypes and other new stimuli at the untrained, more distorted levels. These conditions are analogous to the Training, Interpolated, and Extrapolated conditions in the present experiments, respectively. Posner and Keele's (1968) prototype stimuli were not better recognized than their training stimuli, but they were better recognized than the more extremely perturbed patterns (e.g., the Extrapolated stimuli). They concluded that their findings singled out the prototype pattern as unique, and that "this proposition is stronger than a generalization notion because the schema pattern is, on the whole, as well recognized as the exemplars from which it is abstracted (p. 362)." In contrast to this claim, the view combination approach predicts that many novel stimuli whose metric properties fall within a given range of training views will be at least as well recognized as the training views, and occasionally better recognized. This is not a different or stronger proposition than generalization; rather it is exactly how generalization should work if sufficient excitatory activation is summed.

The “breakdown” of the prototype enhancement effect in Experiment 3 provides additional clues about the boundary conditions of view combination. In particular, we speculate that view combination works optimally when combining information about the 3D spatial structure of either objects or scenes. According to this view, the rectangle stimuli in Experiments 1 and 2 produced the prototype enhancement effect because they were like scenes “stripped down” to their essential elements and there were no irrelevant features to make different views of the same scene less similar to each other. It is possible that the cues remaining in our rectangle stimuli are some of the features that underlie 3D scene structure and that these features thus help constitute a psychologically-relevant functional definition of a “scene.” In particular, in Experiments 1 and 2 several scene features could have contributed to higher similarity between the training views and the novel Interpolated view, and therefore to better recognition of that view. As a function of viewpoint, these features include: (a) absolute locations of scene elements; (b) object-to-object relations among scene elements; (c) identity, in the form of color; (d) relative locations; (e) occlusion relationships; and (f) relative sizes and shapes among scene elements. Clearly, further
study is needed to validate these features as either necessary or sufficient for scene recognition and to examine other features that we have not mentioned here (e.g., semantic coherence).

In Experiment 3, Interpolated stimuli were more efficiently recognized than Extrapolated stimuli, despite a lack of occlusion relationships and relative sizes and shapes, both of which are clues to 3D structure in even simple 2D arrays. These findings invite the speculation that object identity and location, from which object-to-object relations can be derived, are potentially necessary, and certainly sufficient, for achieving a view combination effect. Additional cues to 3D structure (e.g., occlusion) are perhaps necessary for achieving a prototype enhancement effect. Of course, this does not necessarily imply that occlusion, absolute location, and so on, which are usually view specific, are always necessary for scene recognition. Rather, it is likely that some of these features support scene recognition and are acted on by relatively domain-general recognition mechanisms, such as view combination, to achieve “typical” scene recognition. Ongoing research aims to determine which of these attributes are necessary and which are sufficient in facilitating recognition.

A growing body of literature supports the notion that objects, scenes, visual arrays, and even dot patterns, despite differing radically in their physical characteristics, may all be processed similarly in human recognition and categorization. From an evolutionary point of view, this makes sense: A single all-purpose recognition system is more economical than separate recognition systems for different kinds of visual stimuli. Because object and place recognition, as well as navigation, are so important across the animal kingdom, it is not surprising that mechanisms are in place that integrate information across views of even very simple stimuli. And if stimulus generalization is to take its place as a psychological law, then it should function across many different species, stimuli, and situations.
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